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I 

The Industrial Revolution and 
the New Economic History 

JOEL MOKYR1 

Almost a century has passed since the publication of Arnold Toynbee’s famous Lec¬ 

tures on the Industrial Revolution (1884).2 Historians of all persuasions have since 

come to the conclusion that the Industrial Revolution in Britain constituted a new 

point of departure in human history, an event of such moment to daily life that it 

compares to the advent of monotheism or the development of language. Conse¬ 

quently, a vast literature has emerged dealing with its various aspects, written by his¬ 

torians, economists, and sociologists, both left wing and right wing, English and 

foreign. Little agreement has emerged among the experts about the fundamental 

questions. There is, first, the mere question of definition: what exactly was the Indus¬ 

trial Revolution?3 Of the many attempts to sum up what the Industrial Revolution 

meant, Perkin’s is perhaps the most eloquent. In his words, it was “a revolution in 

men’s access to the means of life, in control of their ecological environment, in their 

capacity to escape from the tyranny and niggardliness of nature ... it opened the 

road for men to complete mastery of their physical environment, without the inesca¬ 

pable need to exploit each other” (Perkin, 1969, pp. 3-5). More changed in Britain 

than just the way in which goods and services were produced. The nature of family 

and household, the status of women and children, the role of the church, how people 

chose their rulers and supported their poor, what they knew about the world and 

what they wanted to know-all of these were transformed. It is a continuing project 

to discover how these noneconomic changes affected and were affected by economic 

change. The Revolution was, in Perkin’s irresistible phrase, a “more than industrial 

revolution.” By focusing on economics we isolate only a part, though a central part, 

of the modernization of Britain. 

Difficult and ambitious questions have been posed. What were the causes of the 

Industrial Revolution? Why did it occur when it did? What were the effects on the 

economic and social welfare of the population? What were the roles played by agri- 
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culture, population growth, political elements, transportation, and foreign trade? No 

consensus had emerged on any of these questions by the early 1960s.4 Those who seek 

definitive answers should not venture into economic history. The inherent impor¬ 

tance of the subject matter, however, has kept scholars and students interested and 

the literature dealing with the Industrial Revolution has grown extensively in the last 

decade. The topic has attracted many lively controversies. This tendency to generate 

debates is no drawback; the mortal enemy of economic history is not error but bore¬ 

dom. As long as the subject can generate vigorous discussions among some of the 

finest minds working in economics and history departments, it should consider itself 

alive and well. 

In the past two decades, economists have played an increasing role in the historio¬ 

graphy of the Industrial Revolution. A New Economic History, eager to apply its tools 

to new subjects, looked on the Industrial Revolution as an easy target of scholarship. 

Some scholars indeed have expressed the hope that economic analysis and quan¬ 

titative models would resolve some of the controversies (Hartwell, 1971, pp. 133-34). 

The articles reprinted in this volume contain a sampling of the work of 

economists and economic historians familiar with economic analysis on subjects 

related to the Industrial Revolution. It should be pointed out that this collection does 

not pretend to be a systematic “New Economic History of the Industrial Revolution.” 

It is not a complete coverage of the subject, but it addresses a number of important 

and well-defined aspects of it. The New Economic History has shown itself best quali¬ 

fied to answer questions that it itself poses, often well-defined questions that yielded 

clear, refutable hypotheses. Indeed, the very definiteness of the new methods has con¬ 

fined them to a narrow range of problems. 

An important contribution of economists has been a more sophisticated and ima¬ 

ginative use of statistics to test hypotheses about causal relations in the Industrial 

Revolution.5 The New Economic History has used existing statistics in new and ima¬ 

ginative ways and has added significantly to the body of quantitative information 

concerning England during the Industrial Revolution.6 But most important, the New 

Economic History has imposed certain standards of economic logic upon the field. 

Economists are not less prejudiced and politically biased than other social scientists, 

and they certainly do not monopolize common sense (the strong beliefs of some 

members of the profession notwithstanding). But economics allows at least fewer logi¬ 

cal lapses than other social sciences and when an economist commits them, he or she 

can count on other economists to point them out mercilessly.7 Although disputes con¬ 

tinue, they are fought with sharper and more accurate tools than before. Arguments 

can be—at least in principle—proven wrong. For example, it is still argued at times 

that population growth led to economic growth (Boserup, 1981, p. 112) and was an 

important causal factor in the Industrial Revolution in Britain. Economic analysis 

can lay bare the assumptions under which this theory holds. What has to hold is 

either a direct relation between population growth and technological change (a nexus 

which is difficult to document), or that economies of scale were strong enough to 

offset the negative effects of diminishing returns. These conditions can be tested, and 

although such tests by their very nature cannot be absolute, they are the key to distin¬ 

guishing between the possible and the probable. 
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Some Problems of Definition 

It has been said that revolutions are not events, they are processes. The Industrial 

Revolution was, as revolutions go, a rather drawn-out thing. Most scholars would date 

it approximately between 1760 and 1830. There were some years of feverish activity 

such as the annus mirabilis of 1769 when within five months James Watt and Richard 

Arkwright patented two of the most important inventions ever made, but the Indus¬ 

trial Revolution lacked the dramatic climaxes of political revolutions. Some of the 

best historians of the period have shunned the term altogether (Clapham, 1926-38; 

Heaton, 1948). Those who claim with Hartwell (1971) that the Industrial Revolution 

was a “great discontinuity” are opposed by the gradualist school, whose point of view 

was well expressed by Hughes (1970, p. 45). He finds it difficult to think of anything 

that lasted so long as abrupt: We cannot think of the events of the last seventy years 

as sudden. Seventy British years [in the period 1760—1830] passed no more rapidly.” 

But the term has stuck and not only because, as Ashton put it, it is now so widely 

used that it would be pedantic to propose a substitute (Ashton, 1948, p. 4). The main 

reason why we think of the Industrial Revolution as a “revolution” is that its effects 

were so profound that even if we divide it by seventy, the per annum change was far- 

reaching enough to dwarf any economic change in Britain since the Black Death. 

Mantoux (1928, p. 25) noted that the term revolution is apt even though “few politi¬ 

cal revolutions had such far-reaching consequences.” Economic change and produc- 

tivity growth were not new in 1760. But unlike earlier periods, such as the wave of 

technical change that swept Britain in the century after 1540, growth was sustained 

and indeed accelerated. And it is this acceleration which is embodied in metaphors of 

discontinuous and abrupt growth such as W.W. Rostow’s “take-off” and Alexander 

Gerschenkron’s “great spurt.” 

Four different schools of thought about what really mattered during the Industrial 

Revolution ca# be distinguished. They differ in their emphasis on different areas of 

change, although many of the significant works defy such classification.8 

1. The Social Change School. The Industrial Revolution is regarded by this school to 

have been first and foremost a change in the way economic transactions between peo¬ 

ple took place. The emergence of formal, competitive, and impersonal markets in 

goods and factors of production is the basis of this view. Toynbee (1884, p. 58) wrote 

that “the essence of the Industrial Revolution is the substitution of competition for 

the medieval regulations which had previously controlled the production and distri¬ 

bution of wealth. Karl Polanyi (1944, p. 40) judged the emergence of the market 

economy as the truly fundamental event, to which everything else was incidental. 

2. The Industrial Organization School. Here the emphasis is on the structure and 

scale of the firm-in other words, on the rise of the factory system. The focus is on the 

emergence of large firms, mills, mines, railroads, and even large retail stores, in which 

workers were usually concentrated under one roof, subject to discipline and quality 

control. Mantoux (1928) is the classic example of this school, but Karl Marx’s 

interpretation of the rise of “Machinofactures” also belongs here as do some modem 

writers in the radical tradition (Marglin, 1974—1975). A modem work discussing the 

Industrial Revolution from this point of view is Pollard (1965). Related to this 
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interpretation is the one that emphasizes the distinction between circulating capital 

and fixed capital. Some economists have defined the Industrial Revolution as a shift 

from an economy in which capital was primarily of the circulating kind (e.g. seed in 

agriculture and raw materials in domestic industry), to one in which the main form 

which capital took was fixed capital, e.g. machines, mines, structures (Hicks, 1969, 

pp. 142-43; Ranis and Fei, 1969). 

3. The Macroeconomic School. The Macroeconomic School is heavily influenced by 

the writings of Simon Kuznets. Here the emphasis is on aggregate variables, such as 

the growth of national income, the rate of capital formation or the aggregate invest¬ 

ment ratio, or the growth and composition of the labor force. Rostow (1960) and 

Deane and Cole (1969) are important examples of this school, and their influence has 

extended to non-economists (e.g. Perkin, 1969). Some writers, such as Gerschenkron 

(1962), aggregate on a sectoral level, preferring to deal with the rate of growth of the 

manufacturing sector rather than the growth of the entire economy. Most of the New 

Economic History tends to belong to this school, because by its very nature it tends to 

ask questions about large collections of individuals rather than about single persons 

(Fogel, 1983a, p. 29). 

4. The Technological School. This school considers changes in technology to be pri¬ 

mary to all other changes and thus focuses on invention and the diffusion of new 

technical knowledge. Technology is more than just “gadgets,” of course: it encom¬ 

passes organization of labor, consumer manipulation, marketing and distribution 

techniques, and so forth. The most influential book in this school is Landes (1969a). 

The exact chronology of the Industrial Revolution differs depending on which 

school is teaching. From a technological point of view, the most dramatic changes 

occurred in the period 1760-1800, while the years 1800-1830—some major inven¬ 

tions notwithstanding—should be considered a period of consolidation. On the other 

hand recent research (Harley, 1982; Crafts, 1983) has shown that the aggregate 

effects of the Industrial Revolution on the economy or the total industrial sector 

before 1820 were not overwhelming. Two industrial revolutions can thus be dis¬ 

tinguished: the wave of gadgets which occurred in the last third of the eighteenth 

century, and the economy-wide changes accompanied by rapid growth of the indus¬ 

trial sector which became dominant after 1815. Although the latter would not have 

taken place without the former, recent authors have insisted that any aggregative 

changes were both slower and later than has hitherto been believed, questioning the 

timing of the beginning of the Industrial Revolution in the 1760s and 1770s.9 

This new view of the Industrial Revolution is in part based on the simple arith¬ 

metic truth that the rate of growth of national income or industrial output is equal to 

the weighted average of the growth rates of its components. While a few industries 

like cotton grew at a dazzling rate, these industries were initially small and their 

effect on the aggregate was quite modest. The proper re weighting of the more 

dynamic industries has thus led to more conservative estimates of the rate of aggre¬ 

gate industrial growth. Moreover, the critical years of the Industrial Revolution hap¬ 

pened to overlap with the French and Napoleonic Wars, the economic effects of 

which contaminate the long-run story of the Industrial Revolution (Hueckel, 1973; 

Mokyr and Savin, 1976; Williamson, 1984). In terms of income per capita and other 

economic aggregates, the Industrial Revolution was at first relatively small and local- 
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ized. Only a small minority was affected in a significant way. No wonder then that 

the entire affair looked less auspicious to contemporaries than to historians, including 

political economists who should have known better. As McCloskey (essay 2 below) 

and North (1981, p. 160) have noted, neither Adam Smith nor Ricardo (let alone 

Malthus) had more than an inkling of the revolution occurring around them.10 

The finding that the macroeconomic effects of the Industrial Revolution are not 

overwhelming before 1820 is not really surprising. It is useful to regard Rritain during 

the Industrial Revolution as a dual economy in which two economies coexisted. One 

was the traditional economy which, although not stagnant, developed gradually along 

conventional lines, with slow productivity growth and slowly rising capital-labor 

ratios. This sector contained agriculture, construction, domestic industry, and most 

traditional “trades” which we would now clasify as industrial but which in the 

eighteenth century and before were partially commercial: bakers, millers, tailors, 

shoemakers, blacksmiths, tanners, and other craftsmen. The modern sector consisted 

of cotton, iron, engineering, mining, transportation, and some consumer goods such as 

pottery and paper. At first, however, only segments of these sectors underwent 

modernization, so that dualism existed within as well as between various products, 

which makes calculations about the performance of the modem sector rather tricky.11 

According to McCloskey’s computations in chapter 2, the traditional economy was 

large, though shrinking. The average size of agriculture and “all others” between 

1780 and 1860 was 79 percent of the British economy, meaning that in 1760 it was 

likely to have comprised close to 90 percent of the British economy. Productivity 

growth in this sector is estimated by McCloskey at about .6 percent per annum. Dur¬ 

ing the same period productivity in the modem economy grew at a rate of 1.8 per¬ 

cent per annum. 

Two-sector growth models imply that abmpt changes in the economy as a whole 

are a mathematical impossibility. Even if changes in the modem sector itself were 

discontinuous, its share in the economy would grow only gradually, while the tradi¬ 

tional sector would lose ground only slowly. In the long mn the force of compound 

growth rates was such that the modern sector swallowed the entire economy. How 

long was the long mn? A numerical example is illuminating here. Assume two sectors 

in a hypothetical economy, one of which (the modern sector) is growing at the rate of 

4 percent per annum, while the other (the traditional sector) is growing at the rate of 

1 percent per annum).12 Suppose that initially the modem sector produces 10 percent 

of total output. After 30 years of “dual growth” the share of the modern sector will 

have increased to 21 percent, and after 50 years to one third. Only after 74 years will 

the two sectors be of equal size, and a full century after the starting point the tradi¬ 

tional sector will have shrunk to about 31 percent of the economy. The British econ¬ 

omy as a whole was changing much more slowly than its most dynamic parts, because 

growth was diluted by slow-growing sectors (Pollard, 1981, p. 39). These numbers fit 

the actual record well, and they indicate that it is hardly surprising that it took until 

1830 or 1840 for the economy-wide effects of the Industrial Revolution to be felt. 

In reality the modernity of industries and enterprises was a continuum rather than 

a dichotomy, and the example is thus highly simplified. It also abstracts from what 

actually happened in its failure to allow the growth of the modem and the traditional 

sector to affect each other. The co-existence of the old and the new is important, and 
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the interaction of the two sectors greatly affected the growth of the aggregate. 

Although technological change in the traditional sector was slow by comparison, its 

production techniques were affected by what happened in the modem sector. For 

instance, construction technology may have changed slowly, but the rapid improve¬ 

ment in transportation technology allowed the shipment of bricks throughout Britain, 

which made cheaper and better buildings possible. Agriculture benefited in countless 

ways from technological developments in manufacturing including the production of 

clay and, later, metal drainage pipes and various agricultural machines and imple¬ 

ments. Gaslighting, one of the most neglected of the “great inventions,” allowed 

many artisans and craftsmen in the traditional sector to work longer hours and 

reduced the cost of night work (Falkus, 1982). These intersectoral spillover effects 

imply that the distinction between the traditional and modern sectors is to some 

extent arbitrary. The interaction of the two sectors was, of course, reciprocal. From 

the point of view of the modern sector, the traditional sector was important because 

it determined the socio-political environment in which the new industries operated. 

And although the modem sector was largely self-sufficient in raw materials and capi¬ 

tal, it depended on the traditional sector for its labor supply. 

In a sense, the inclusion of the concept of duality in our analysis of the Industrial 

Revolution answers Hartwell’s (1971, p. 169) query as to whether it was “industry” or 

“the economy”, i.e., whether the Industrial Revolution should be regarded as a 

change in the economy as a whole or whether its analysis is best confined to the 

manufacturing sector. The modem sector was more than industry, but not all of 

industry. The Industrial Revolution can thus best be thought of as a three-pronged 

development in which (a) one sector of the economy underwent very rapid change (b) 

this sector grew more rapidly than the rest of the economy, so that its proportion in 

total output and employment grew (the former faster than the latter) and (c) the 

modem sector eventually affected the rate of development in the traditional sector as 

well. The economy grew, but its sectoral composition also changed. It was “growing 

up” (Mokyr, 1976b). It was, of course, not the economy though eventually it would 

become it. Measuring aggregate growth rates in the tradition of Kuznets is therefore 

perhaps not the best strategy in trying to understand the Industrial Revolution, 

although it has its uses. Historians of the Industrial Revolution should recall 

Schumpeter s (1939, p. 144) warning that relations between aggregates are entirely 

inadequate in teaching us anything about the nature of the processes which shape 

their variations. Taken literally, this warning is certainly false; but it serves to remind 

us of the rapidly diminishing returns to highly aggregative analyses of the Industrial 

Revolution. 

The Causes of the Industrial Revolution 

Why was there an Industrial Revolution? In this crude form the question is 

unanswerable. In more focused versions of the question some answers have been pro¬ 

vided, and while full agreement is still remote, the discussion is one of the more lively 

in the historical literature. Examples of more focused formulations are: why did the 

Industrial Revolution occur in Britain and not in France (or the Netherlands, Ger¬ 

many, Spain)? Why did it start in the last third of the eighteenth century rather 
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than, say, a century earlier? Can we find factors that should be regarded as “neces¬ 

sary preconditions” for the Industrial Revolution to have taken place? 

To start with the last question, the notion that certain changes were a sine qua non 

for the Industrial Revolution has become increasingly difficult to maintain (Gerschen- 

kron, 1962, pp. 31-51). Some factors which were present in Britain facilitated the 

Industrial Revolution and in this sense can be said to be causal. Others impeded its 

progress, and the Industrial Revolution proceeded in spite of them. After all, factors 

which were neither necessary nor sufficient for the outcome can still be thought of as 

causal. For instance, heart attacks cause deaths, though not all deaths are caused by 

them and not all heart attacks are fatal. Economic historians have come to concede 

increasingly that the positive effect that factor X had on the Industrial Revolution 

does not entitle factor X to the status of “necessary factor.” Counterfactual analysis 

has to be resorted to, at least implicitly, to assess the indispensability of the various 

elements.13 

It is not clear that the question “Why Britain? ” is necessarily a good way to make 

sense of the Industrial Revolution. Two of the articles reprinted below launch power¬ 

ful challenges to the approach. Prof. Pollard (essay 8 below), as well as in his more 

recent book Peaceful Conquest (1981, p. 41), has insisted that the question “Why Bri¬ 

tain” is inappropriate. Rather than the customary division of Europe into economies 

which correspond more or less to national entities, Pollard prefers a finer grid of 

“regions.” The Industrial Revolution was not an affair that took place in certain 

national economies, it was primarily a regional affair. To be sure, Britain had a rela¬ 

tively large endowment of regions favorable to industrialization, but by no means all 

or even most of Britain was in an advantageous position. Some areas in Continental 

economies such as the provinces of Liege and East Flanders in Belgium, the northern 

departements of France, Alsace, parts of Switzerland, the Rhineland in Germany, and 

the industrialized region in the eastern United States lagged only a little behind Bri¬ 

tain in industrial development, although the surrounding economies (with the possi¬ 

ble exception of Belgium) were on average less developed than Britain.14 

A different criticism of the “Why was Britain first” question is expressed by Crafts 

in Chapter 5. Crafts maintains that there is a strong element of randomness in 

Britain’s supremacy, and that conditions in France on the eve of the Industrial Revo¬ 

lution were as favorable as they were in Britain. The ultimate success of Britain is 

thus largely inexplicable. A good analogy is the tossing of a fair coin: once it is tossed 

and heads comes up, there seems little point in explaining why that has occurred. 

This approach, too, has been criticized, and one of these critiques (by Prof. Rostow) is 

reprinted below. As Hicks (1969, p. 5) wrote, “though there is a sense in which the 

Industrial Revolution is an event, it is itself a statistical phenomenon; it is a general 

tendency to which theory is unmistakably relevant.” The “randomness” which 

exasperates Crafts is in part a reflection of the inability of economists to build models 

which explain big events like the Industrial Revolution.15 Nevertheless, we have to 

ask how Britain differed from Continental economies so as to gain a headstart in the 

race for industrial leadership. 

GEOGRAPHICAL FACTORS 

The availability of mineral wealth, particularly coal and iron, has traditionally been a 

popular and seemingly persuasive explanation of Britain’s success, as well as the 
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failure of some tardy industrializes like the Netherlands or Ireland.16 The importance 

of coal and iron location is logically correct but of a secondary importance.17 Coal, 

although it eventually became the main source of energy in Europe, had good substi¬ 

tutes in peat and timber (for thermal energy) and water power (for kinetic energy). 

Iron was much less easy to replace, but it was already an internationally traded good 

before steam power reduced the costs of ocean shipping to a fraction. In 1794-96, 

Britain imported an average value of 852,000 pounds of iron and iron ore, mostly 

from Sweden. The later reliance on British iron obviously was a convenience, but in 

its absence Swedish ores could have continued to be imported. After the invention of 

the Bessemer process, Britain imported large amounts of haematite ores from Bilbao. 

Sweden s rich iron ores did not help it to attain much success in modernizing its 

industry before 1850. The most dynamic industry in Britain (cotton) was wholly 

dependent on imports for its raw materials. Switzerland, Flanders, and Alsace are 

examples of regions which were not abundantly endowed with coal and iron yet were 

successful in modernizing their industries. 

Such criticisms of the geographical explanation should not be exaggerated. A 

region or an economy had to have something going for it to produce goods and ser¬ 

vices at competitive costs. Surely geography cannot be absolved for the lack of indus¬ 

trial development in, say, Greenland.18 In a static analysis, however, the importance 

of raw materials and fuel cannot exceed its share in total manufacturing costs times 

the extra cost involved of shipping in a substitute.19 When more dynamic models are 

considered, the importance of mineral wealth is less easy to assess. Cardwell (1972) 

has written that “it is probably true that. . . European material culture has been 

based on mining .. . the mining areas of Europe in medieval times were centers of 

technology and science as well as financial organization and business enterprise”, and 

lists the inventors and businessmen whose careers were associated with mining 

(p. 73). Wrigley (1962) has emphasized the importance of coal mines in the develop¬ 

ment of coastal shipping, canals, and later the railroads. Furthermore, coal mining 

generated more technical innovation than any other industry before the Industrial 

Revolution (Mason, 1962, p. 272). Problems encountered in mining led to the 

development of the steam engine, as well as pumps, iron rails and other inventions in 

hydraulic and civil engineering. Natural resources not only supplied cheap fuel and 

raw materials, but also created technological externalities which affected other 

activities that were not dependent on location. Britain enjoyed an additional advan¬ 

tage thanks to the availability of coastal shipping, although this form of transporta¬ 

tion eventually was found to be inadequate and was supplemented, by canals and 

highways and later by railroads. 

Another way in which geography singled out Britain to become the first workshop 

of the world was by virtue of being an island and thus a natural fortress. Since 1066 

Britain has not been successfully invaded by hostile forces, and the only military 

devastations in the country were self-inflicted. Although some of the ravages caused 

by civil wars were severe, Britain was never as abused by incessant warfare as Bel¬ 

gium, Poland, northern Italy, and large portions of Germany. Consequently, it never 

had to spend exorbitant sums to protect itself from foreign invaders, and a compara¬ 

tively small proportion of Britain’s best and brightest citizens wasted their talents and 

energies on unproductive military careers. Above all, Britain managed to remain 

insulated from the actual fighting during the crucial years between 1792 and 1814. 
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True, the French and Napoleonic Wars proved expensive to Britain in that they 
slowed down the rate of capital accumulation compared to what it could have been. 
Nevertheless, the gap between Britain and the Continent widened during these years. 
Whether or not Franee and Britain were at comparable levels of industrialization in 
1780 as maintained by Crouzet (1967b) and Crafts in essay 5 below, by 1815 Britain 
was far ahead. Taxation, conscription, direct war damages, trade disruptions, and the 
siphoning off of energy and talent into the military and politics cost the Continent at 
least a quarter century of industrial development despite Napoleon’s attempts to 
encourage the modernization of French industry. Britain escaped this quite simply 
because Napoleon’s army at Boulogne never managed to cross the channel. 

SCIENCE AND TECHNOLOGY 

In the view of most historians, the role of technological progress as one of the prime 
engines of the Industrial Revolution stands undiminished after a century of debate. 
Whether economic analysis can be of much help in understanding the process of 
technical progress will be discussed below. At present, we have to deal with the ques¬ 
tion of whether the British were, for some reason, better at adapting the laws of 
nature to economic needs. A large number of important inventions made elsewhere 
found their most successful application in Britain. Among these were chlorine bleach¬ 
ing, invented by the Frenchman Claude Louis Berthollet (1785); the soda making pro¬ 
cess, invented by the Belgian Nicholas Leblanc (1787); gas lighting, co-invented by 
the Frenchman Philippe Lebon and the Scotsman William Murdock (around 1798); 
the mechanical linen-spinning process, invented by Philippe De Girard (about 1810); 
the famous Jacquard loom (patented in 1802); the technique of the preservation of 
fresh fruits and vegetables, invented by Francpis Appert (in 1795); and the continuous 
paper mill, invented by N.L. Robert (1798). French inventors toyed with steamboats 
in the 1780s, invented the balloon in 1783 (two Frenchmen were the first men ever to 
leave the earth), and were the recognized world leaders in the engineering of bridges. 
Still, it is noteworthy how easily many of these foreign inventions found uses in the 
industries of Britain. Going in the other direction, the export of British technology to 
the Continent encountered many obstacles. Some of these were artificial, created by 
the British government in an attempt to prohibit the export of machinery (revoked in 
1843), although recent research suggests that the prohibition was not very effective 
(Jeremy, 1977). But most of the delays in the diffusion of British technology were 
caused by the industrial backwardness of the Continent. British engineers and techni¬ 
cians were usually required to operate and maintain the machines in the first stages, 
and most successful entrepreneurs on the Continent had to resort to the advice of 
British experts (Henderson, 1972). 

While the British thus did not monopolize the generation of new technological 
ideas, they demonstrated an amazing ability to put these ideas to good use. There was 
a certain hard-nosed practical knack among British inventors, engineers, and 
businessmen that is harder to spot on the Continent at this time. Men like Smeaton, 
Brindley, Boulton, Arkwright, the Darbys, and the Walkers had not only the ability to 
generate new ideas but, equally important, the ability to recognize and value some¬ 
body else’s. If inventors for one reason or another were unable to exploit their inven¬ 
tion, many others were always waiting to grab the opportunity. A good example is the 
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rolling and puddling technique of producing wrought (bar) iron developed by Henry 

Cort in 1784, arguably the most important single invention made during the Indus¬ 

trial Revolution. Cort was a naval contractor who succeeded in solving a puzzle many 

others had challenged unsuccessfully before. As a businessman, however, he was not a 

success, and as the result of the suicide of one of his partners his patent lapsed and 

ironmasters like Richard Crawshay who previously had to lease Cort’s patent from 

him could now use it freely. Although Cort failed, within a very short time, his tech¬ 

nique was used throughout Britain.20 

Still, we should not draw rash conclusions about the acumen and talent of British 

businessmen active during the critical stages of the Industrial Revolution. Although 

examples of successful entrepreneurs are easily found, entrepreneurial history can be 

misleading, because the historical record is made up of survivors, who typically 

tended to be the best and the luckiest. The history of the Industrial Revolution is lit¬ 

tered with the cadavers of businesses that failed, inventions that did not quite work, 

bankruptcies, and disappointments.21 Many firms whose initial success Constituted 

the bread and butter of the Industrial Revolution failed in subsequent stages (Payne, 

1974, pp. 35—38). However, we only know about failures when firms were at first suc¬ 

cessful; firms who never did well at all are hard to trace. The resources—both physical 

and entrepreneurial—used up by these firms are one of the hidden costs of the Indus¬ 

trial Revolution not usually discussed. These costs should not be exaggerated: the 

equipment and plant of firms that went bankrupt were usually not wholly lost to 

society but were returned to productive use under different ownership. 

A different set of explanations of Britain’s success centers around the possibility 

that education, and in particular scientific education, was more advanced in Britain 

than elsewhere. Britain was a literate society but not significantly more so than Hol¬ 

land, France, or Sweden (Cipolla, 1969, pp. 62-99; Sandberg, 1979). Sanderson (1972) 

has shown that few occupations made use of literacy and that literacy did not play an 

important role in the Industrial Revolution. A number of issues here should be kept 

separate. One question is factual: did literacy rise during the Industrial Revolution? 

Schofield (1973) has denied that it did, but E.G. West (essay no. 11) disputes this. 

Given that literacy rose between 1780 and 1840, there is no certainty in which direc¬ 

tion causality ran. Some of these issues are dealt with by Mitch (1982) who discusses 

in detail the demand and supply of literacy. Mitch concludes cautiously that increases 

in demand explain most of the increase in literacy. In any event, there is little in his 

work to suggest that literacy was a major causal element in industrial growth. Indus¬ 

trialization affected the nature of education, but not all literacy was acquired by for¬ 

mal education, and not all formal education was aimed at teaching the three R’s. 

Education was aimed more at establishing certain moral attitudes that were regarded 

as important to the labor force (Field, 1979). 

On the other hand, R.A. Houston (1982a, 1982b) has found that literacy rates 

increased substantially in the Scottish Lowlands and northern England between 1650 

and 1750. He points out that there was no necessary connection between literacy and 

industrialization, but that increasing literacy amongst artisans and merchants may 

have increased indirectly the productivity of industrial workers. 

So far as science is concerned, Britain had its share of eminent scientists and 

mathematicians in the seventeenth and eighteenth centuries. Students of the history 

of science know the names of the great British scientists alive during the Industrial 
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Revolution such as Priestley, Cavendish, Black, Herschel, Dalton, Davy, and Faraday. 

But Britain by no means had a monopoly on scientific discovery, the contributions of 

Frenchmen, Germans, and Americans to the progress in the natural sciences between 

1760 and 1850 being at least as important as the British. There is no systematic differ¬ 

ence between British science and Continental science corresponding to the gap in 

economic achievement. 

Moreover, the impact of pure science on technological progress in this period was 

modest and indirect at best (Cardwell, 1972; Mathias, 1972; von Tunzelmann, 1981). 

Simply put, not much of what scientists knew could have led to major breakthroughs 

in technology. From the list of the fifty most important inventions made between 

1760 and 1830, only a handful would qualify as having any direct connection with sci¬ 

ence or scientists, and even in those cases the relation was tenuous. Still, it may be 

premature to dismiss the importance of science and the scientific community alto¬ 

gether. Compared with scientists elsewhere, the British scientist tended to have 

strong practical interests. In Britain more than elsewhere the interaction among 

scientists, engineers, and businessmen was regular and embodied in such institutions 

as Birmingham’s famed Lunar Society. 

French science by comparison tended to be abstract, formal, and at times aloof 

from the real world. The motives of scientists were different: in France science was 

pursued for its own sake or served military purposes; in Britain many of the great 

scientists were constantly looking out for some economically useful and, if possible, 

profitable application to industry. An interesting example is provided by the Glasgow 

chemist Joseph Black. It has been maintained—following a claim made by Black 

himself—that James Watt’s crucial insight of adding a separate condenser to 

Newcomen’s steam engine was inspired by Black’s teachings. The claim has been 

refuted. But Black was a lifelong friend of Watt’s and his influence extended to other 

key figures in industry such as James Keir, a pioneer of the British chemical industry 

and John Roebuck, founder of the Carron ironworks. That Black attempted to take 

credit for Watt’s invention is in itself significant in that it demonstrates the desire of 

scientists to be associated with industrial progress. British science differed from Con¬ 

tinental science in that its traditions were derived from Francis Bacon rather than 

from the more mathematical and formal methodology of Descartes. Bacon and his 

most important followers such as Robert Boyle and Robert Hooke stressed the fact 

that “Natural Philosophy” had to be useful to society, and that Baconian empiricism 

was the natural medium to achieve such results.22 

It is perhaps too simple to argue that scientific progress “caused” the Industrial 

Revolution or vice versa. Scientists and engineers shared and mutually reinforced a 

“rational faith in the orderliness and physical processes” [and] “a rejection of all that 

could not be personally seen .. . and made available to others” (Parker, 1979, p. 55). 

Engineering may not have been able to make direct use of any basic scientific princi¬ 

ple, but it learned from scientists the importance of accuracy in measurement, 

rigorous experimental method, and the use of calculation and mathematics. In Britain 

scientists were eager to give and technicians were eager to receive. At the same time, 

it should be stressed that science was not the sole mainspring of accuracy and the 

technology of transmitting power. Clock- and instrument-making trained many of 

the engineers who played key roles in the Industrial Revolution (Cardwell, 1972, 

p. 16). 
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POLITICS AND THE STATE 

British political institutions differed much from those of most European countries. 

Recent thinking by economists has tended to place considerable emphasis on political 

elements. Douglass C. North (1981, pp. 147, 158-70) has argued that the British 

Industrial Revolution was facilitated by better specified property rights, which led 

to more efficient economic organization in Britain. The link between property rights 

and economic growth consists of the greater efficiency in the allocation of resources 

resulting from the equalization of private and social rates of return and costs. Pro¬ 

perty rights in innovation (patents and trademarks), better courts and police protec¬ 

tion, and the absence of confiscatory taxation are examples of how the same 

phenomenon could raise the rate of innovative activity and capital accumulation. 

North points out that well specified property rights are not the same as laissez-faire. 

The former were by far more important because they reduced transaction costs and 

thereby allowed more integrated markets, higher levels of specialization, and the 

realization of economies of scale. 

North argues that the efficient specification of property rights resulted from the 

victories of Parliament over the Stuarts in 1650 and again in 1688 (p. 156). Parlia¬ 

ment was able to stop the Crown from taxing the population in an arbitrary and 

unpredictable fashion by granting monopolies and taxing privileges to individuals. 

“Had such a shift [of power from the Crown to Parliament] not occurred, the 

economic history of England would have been much different” writes North.23 Dif¬ 

ferent in emphasis but equally unequivocal in its certainty about the role of politics in 

Britain’s Industrial Revolution is the view advanced by Mancur Olson (1982). Olson’s 

theory of economic growth is based on the idea that political bodies are subject to 

pressure groups who are pursuing the economic interests of their members, even if it 

comes at the expense of society as a whole. Olson is thus led to associate periods of 

economic success such as the Industrial Revolution with the comparative weakness of 

such pressure groups. Britain during the Industrial Revolution, maintains Olson, was 

relatively free of class differences, and by comparison a socially mobile society, so 

that loyalty to a particular pressure group was not yet very strong. The Civil Wars of 

the seventeenth century, moreover, had created a stable nationwide government, 

which made Britain into a larger jurisdictional unit, in which it was more difficult to 

organize pernicious pressure groups (Olson, 1982, pp. 78-83, 128).24 

Was Britain a laissez-faire economy, and does the Industrial Revolution therefore 

stand as a monument to the economic potential of free enterprise? Perhaps, but some 

qualifications should be kept in mind. In absolute terms Britain was not a pure 

laissez-faire economy. But absolutes are not very useful here. Compared with Prus¬ 

sia, Spain, or the Habsburg Empire, Britain’s government generally left its business¬ 

men in peace to pursue their affairs, and rarely ventured itself into commercial and 

industrial enterprises. Mercantilism in Britain never took the extreme forms it took in 

France under Colbert and in Prussia under Frederick the Great, where the State sim¬ 

ply deemed private enterprise to be incompetent and stepped in to do its job—usually 

without success. During the heyday of the Industrial Revolution even social- 

overhead projects which in most other societies were considered to have enough pub¬ 

lic advantages to warrant direct intervention of the State were in Britain left to 

private enterprise. Turnpikes, canals, and railroads were built in Britain without 
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direct state support and schools were private. Even the more enlightened forms of 

state support, like the policies of William I of Orange in the Low Countries, or the 

Saint-Simonians in France during the Second Empire, were notably absent in Britain. 

Before the end of the nineteenth century, the British government clearly eschewed 

invading what it considered to be the realm of free enterprise. 

Regulations and rules, most of them relics from Tudor and Stuart times, remained 

on the books, but the general consensus among historians today is that the regulations 

were rarely enforced. As the economy became more sophisticated and markets more 

complex, the ability of the government to regulate and control such matters as the 

quality of bread or the length of apprentice contracts effectively vanished (Ashton, 

1948, p. 95). The central government was left to control foreign trade, but most other 

internal administration was left to local authorities. Internal trade, the regulation of 

markets in labor and land, justice, police, county road maintenance, and poor relief 

were all administered by local magistrates. While in principle these authorities could 

exercise considerable power, they usually elected not to. This de facto laissez-faire 

policy derived not so much from any libertarian principles as from the pure self- 

interest of people who already had wealth and who were making more. By ignoring 

and evading rather than abolishing regulations, Britain moved toward a free market 

society. Except for its strictures against the State’s intervention in foreign trade, The 

Wealth of Nations was a century out of date when it was published: what it advo¬ 

cated had already largely been accomplished (Perkin, 1969, p. 65). Some regulations 

were more difficult to ignore than others. The usury laws, which set a ceiling on all 

private interest rates are thought by some historians to have had considerable impact 

on the allocation of resources (Ashton, 1955, pp. 27-28; Williamson, 1984). There is 

however, evidence indicating that the usury laws were widely evaded.25 The Calico 

Act, passed in 1721 and repealed in 1774, which is sometimes credited with stimulat¬ 

ing technical change in the cotton industry, had important loopholes which exempted 

fustians from the prohibition. Because fustians looked much like calicoes, the prohibi¬ 

tion was widely evaded, although it remained a nuisance. The Bubble Act, passed in 

1720, required a private act of Parliament to establish a common stock corporation. 

However, modern scholars have increasingly realized that this impediment, too, was 

more an inconvenience than a real obstacle to business activity (Cottrell, 1980, p. 10). 

The same appears to be true for the restrictions on the exports of textile machinery 

and the emigration of artisans (Jeremy, 1977). A few government monopolies such as 

the East India Company survived well into the nineteenth century. Moreover, free 

trade remained a far cry from reality. During the Napoleonic Wars, tariffs were 

raised to unprecedented heights (peaking at 64 percent of the value of imports in 

1822). A slow trend toward lower tariffs began in 1825, culminating in the abolition 

of the Com Laws in 1846 and the repeal of the Navigation Acts, which had severely 

limited foreign freighters from carrying British goods, in 1849-54. To be sure, tariffs 

and navigational restrictions were widely evaded, too.26 

Another area in which government intervention was important and the law far 

from a dead letter was poor relief. Here the difference between Britain and the Con¬ 

tinent is striking. Nowhere in the world can one find a well-organized, mandatory 

poor relief system like the English one. The Old Poor Law, sometimes erroneously 

referred to as “Speenhamland” (in fact, the Speenhamland System of allowances in 

aid of wages was used in a minority of counties) has had a notably bad press. Two 
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major criticisms have been raised against it. One was the Malthusian complaint that 

outdoor relief reduced the incentive to work and increased the birth rate. The other 

criticism, already mentioned by Adam Smith (1776, p. 157), was that the Old Poor 

Law (and particularly the Settlement Acts) encumbered the free movement of labor 

and thus hindered its allocation in a society in which labor markets played an ever 

increasing role (Polanyi, 1944, pp. 77-102; Ashton, 1948, p. 111). 

These criticisms have not fared well in recent years. Indeed, it seems likely that the 

effects of the Poor Laws on the Industrial Revolution were not nearly as negative as 

used to be thought. The demographic argument against them has been effectively 

demolished by the work of James Huzel (1969, 1980). As to the work incentive effect 

bemoaned by the Malthusians, research carried out by Blaugin the 1960s has recently 

been reinforced by the work of Pollard (1978, pp. 109-110) and George Boyer (1983). 

They argue that the causality runs the other way: wage-support payments were made 

in areas which suffered from seasonal unemployment, which explains the association 

of Speenhamland with the agricultural areas of England. Whether the Old Poor Law 

was somehow responsible for the creation of an army of able-bodied paupers is still 

unclear and awaits further research.27 As to the geographical immobility imposed by 

the Settlement Acts, these were to some extent alleviated by the Poor Law Removal 

Act of 1795 [(35 Geo. Ill (1795) c. 101)], which expressly forbade the ejectment of 

poor immigrants unless they actually became chargeable to the parish. Even before 

1795 the system was “by no means such a check on mobility of labour as some of the 

older writers ... supposed” as the option to evict was exercised in a haphazard and 

casual way (Styles, 1963, p. 62). Some contemporary opinion agrees with this finding. 

Sir F.M. Eden, whose opinion according to Redford was “as weighty as that of Adam 

Smith”, thought that the Settlement Laws were too weakly enforced to constitute the 

hindrance to mobility alleged by Smith (Redford, 1964, p. 85).28 Perhaps the primary 

mechanism by which the Settlement Acts discouraged migration was by their sheer 

complexity and the uncertainty that irregular enforcement implied for anyone con¬ 

templating migration. Since migration was, however, a risky undertaking under any 

circumstances, it is far from obvious to what extent the Old Poor Law made things 
on ® 

worse. 

Indeed, it could be maintained that the Poor Laws, despite their obvious flaws (in 

particular their non-uniformity), may have had some overall positive effects on the 

Industrial Revolution. A comparison with Ireland, which had no formal system of 

poor relief prior to 1838, bears this out (Solar, 1983; Mokyr, 1983). The social safety 

net provided by the Poor Laws allowed English individuals to take risks that would 

have been imprudent in Ireland where starvation was still very much a possibility. In 

societies without such laws, self-insurance in the form of large families and liquid 

assets were widely held, whereas in England even the “worst case” rarely implied 

actual starvation. The Speenhamland system assured a regular labor force during the 

busy seasons in agriculture. A similar argument may be made for manufacturing: 

workers could be laid off during periods of business slumps without fear of having the 

labor force emigrate or starve. Irish employers, on the other hand, complained about 

having to continue to pay their workers during slumps or risk losing them (Mokyr, 

1983, p. 227). In addition, the practice of pauper apprenticeships and the recruit¬ 

ment of factory workers from workhouses run by local Poor Law Guardians provided 

an important source of labor to the factories, especially in rural and small-town mills 

before 1800.30 All this is not to argue, of course, that the Poor Laws somehow 
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“caused” the Industrial Revolution. But it seems that a case can be made that their 

net effect was not nearly as negative as has been maintained, and that they may have 

had hitherto unsuspected beneficial effects. 

Another political difference between Britain and most other European countries 

was the lack of centralization of political power. Britain’s system of government left 

most of the power of the day-to-day management of affairs to local magistrates, most 

of whom were respectable residents for whom administration was a form of leisure 

activity. Whether this government by amateurs was an effective way of providing 

government services is another matter, but one effect was the relative unimportance 

of London as an administrative and cultural center when compared to Madrid, Paris 

or Vienna. In France, for example, Paris traditionally drained large amounts of talent 

from the provinces, and local centers of learning and technology like the Manchester 

Literary and Philosophical Society or the universities of Glasgow and Edinburgh, 

located near centers of industry, did not exist. This rural-urban brain drain would not 

have mattered, of course, if industrialization could have been concentrated near the 

capital of the country. Interestingly, this seems to have happened nowhere. Neither 

Brussels, nor Paris, nor Berlin, nor St. Petersburg, nor any other major capital city in 

Europe became a center of modern industry. While some manufacturing activity 

developed around the capitals, the main centers of modem industry usually were 

elsewhere. As a result a highly centralized state in which the capital city drained the 

countryside of ambitious and able men, strongly attracted to “where the action is” 

operated at a disadvantage compared to a decntralized state like Britain.31 Wrigley 

(1967) has argued more or less the opposite, ascribing to London a major role in creat¬ 

ing the conditions leading to the Industrial Revolution. The size of London relative 

to England’s population and its enormous needs in terms of food, fuel, and other pro¬ 

ducts seem to support his claim. Sheer size, however, is not necessarily an advantage. 

A top-heavy capital might just as well be viewed as imposing a major cost on the 

country. Wrigley’s argument seems better suited to explain commercial development 

before 1750 than industrial development thereafter. During the Industrial Revolu¬ 

tion, indeed, the demographic predominance of London declined somewhat. Between 

1650 and 1750 London’s share of English population rose from about 7 percent to 

11.8 percent. By 1800 this percentage had declined to 10.5 percent.32 

Some historians have argued that the British government stimulated the Industrial 

Revolution by creating a demand for military products which led to rapid technologi¬ 

cal change in some industries (McNeill, 1982, pp. 210-12). It is true that some of 

these externalities can be identified. Cort’s rolling and puddling technique was 

completed when its inventor was working on a contract for the Admiralty. 

Wilkinson’s lathe, which bored the accurate cylinders needed for Watt’s steam 

engines, was originally destined for cannon. Nevertheless, most scholars seem to agree 

that these effects were relatively small, and the effects of the Wars between 1756 and 

1815 were negative on balance (Trebilcock, 1969, pp. 477-478; Hyde, 1977, 

pp. 112-116). Not only that the evidence for the hypothesis is not strong, it also runs 

into the dilemma that if military efforts created major technological externalities, 

why did France and other continental countries not benefit from them in the same 

degree that Britain did? 

To summarize, most economic historians would agree that politics was a positive 

factor working in Britain’s favor, although the exact magnitude of the effect as well as 

its modus operandi is still in dispute. The appropriate standard of judgment should 
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be a comparative one, and it seems hard to disagree with the proposition that the 

form of government in Britain created an environment which was more conducive to 

economic development than elsewhere. Some oppressive mercantilist laws were on 

the books, but most were successfully evaded. Britons were heavily taxed, but taxa¬ 

tion was never allowed to become arbitrary and confiscatory. Most important, the 

right to own and manage property was truly sacrosanct, contrasting sharply with the 

confiscations and conscriptions of the French Revolution and the Napoleonic era. 

Personal freedom—with some exceptions—was widely accepted in Britain. True, the 

Acts of Settlement remained on the books until 1834, but they were by no means as 

restrictive as the harsh requirements on the books in France and in Prussia, where 

workers were required to have “cahiers” or “Wanderbiicher” in which their employ¬ 

ment was recorded and which required them to ask for passes for journeys within the 

country. Serfdom was still very much in existence east of the Elbe in 1815. Only the 

cathartic revolutionary medicine administered to the Continent between 1789 and 

1815 by the French prepared the rest of Europe for the modern age. But the 

medicine’s immediate side-effects were so painful that most of the Continent 

required many years and maybe decades to recover from the treatment and start to 

threaten Britain’s lead. Britain did not need this harsh shock treatment, since it alone 

had learned to adapt its institutions to changing needs by more peaceful means, and 

the channel sheltered it from undesirable political imports. 

Britain’s political stability contrasts sharply with the history of France, with its 

four major revolutions in the eight decades following 1789. But was political stability 

always an asset in the path toward modernization? Common sense suggests that 

investors will be wary of investment in politically unstable environments. It is likely 

that political stability was an asset and that its absence had a negative effect on 

industrialization. But how important was that effect? And how do we judge the 

economic performance of powerful autocratic regimes in Russia and Prussia? More¬ 

over, Olson (1982) has insisted that political stability is in fact a rather mixed blessing, 

because it permits the crystallization of pressure groups whose activities are, in 

Olson’s view, the archenemy of economic development. It is thus unclear how much 

of the difference in economic development can be attributed to this difference.33 Still, 

it is no exaggeration to say that nowhere in the world was property perceived to be 

more secure than in Britain. 

SOCIETY AND ENTREPRENEURSHIP 

Perhaps the most controversial hypothesis is that England’s miraculous performance 

resulted from the special features of British society, which were conducive to 

economic growth. Invention, capital accumulation, the sacrosanct nature of private 

property, the willingness of the regime to alter the environment to adapt to changing 

needs, and the interest of scientists and engineers in applications of science to indus¬ 

try, are all considered “endogenous to the system,” that is, consequences of deeper 

social conditions. In the center of the stage, in this view, stands that controversial fig¬ 

ure, hero in some opinions, sidekick in others: the entrepreneur. 

The New Economic History has felt uncomfortable with explanations of economic 

success and economic failure based on entrepreneurial acumen or individual success. 

Entrepreneurship, the pivotal element in Schumpeter’s (1934) scheme of economic 

development, seems to fit poorly in modem economic theory, which assumes that 
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economic agents (at least most of them) try to do as well for themselves as possible. 

Opportunities to make a profit selling in a newly opened market, using a new 

machine, mining in a newly found seam, or lending money to a reliable government 

will not remain unexploited for long. If one businessman will not do so, others will 

take his place. Other economic historians, however, led by David S. Landes (1969a) 

have insisted on the importance of the supply of entrepreneurship as a determinant of 

the divergent economic experiences of industrialization. It would be rash to conclude 

that one approach has carried the day. Still, the Schumpeterian tradition, which 

views the entrepreneur as crucial, is not really incompatible with neoclassical theory. 

The implicit assumption of some Cliometricians is not so much that entrepreneurship 

was unimportant as that its supply was highly elastic and available at the same price 

world-wide. In this view, one might think of entrepreneurship in a similar way as we 

treated raw materials before: if an economy does not have adequate supplies of them, 

they can be created or imported. 

Persuasive explanations of long-run economic change require some causal element 

which is exogenous, i.e., does not need an economic explanation itself. It is thought 

that differences in the quality of entrepreneurship is a weak explanation of economic 

differences between nations because economic conditions determine the quality of 

entrepreneurship. Therefore it is necessary to discover whether there were non¬ 

economic determinants behind differences in such entrepreneurial qualities as wil¬ 

lingness to bear risk, resourcefulness, initiative, perseverance, and similar elements 

thought to be part of successful entrepreneurship. 

A well-known and highly controversial theory of entrepreneurship is the one 

somehow linking businessmen to religion. Originally proposed by Weber, the argu¬ 

ment is more successful in explaining the differences between Western Christianity 

and the rest of the world than in explaining differences within the West (White, 

1978). Some modem social scientists have nonetheless displayed considerable 

ingenuity in an attempt to explicate and justify the link between religion and 

economic development. Thus McClelland (1961) defines the personal need for suc¬ 

cess, or n-Achievement as the prime mover of development. The nonconformists in 

England, because of their higher n-Achievement, were “more responsible for the 

increased entrepreneurial activity that sparked the Industrial Revolution from around 

1770 on” (ibid., p. 146). In particular, McClelland points to the Wesleyan Church as 

placing much stress on personal excellence and success, and thus promoting the type 

of motivation which led to entrepreneurial behavior. Unfortunately for this thesis, 

however, few entrepreneurs belonging to the Wesleyan Church can be found. Wider 

definitions of non-conformism are more promising. Everett Hagen (1962) has shown 

that nonconformist entrepreneurs did indeed play a disproportionate role in the 

Industrial Revolution. Whereas they constituted 7 percent of total population, they 

provided almost half of the major innovators in manufacturing. Hagen rejects 

Weber’s thesis that the causal link operated through dogma, and instead focuses on a 

psychological model of entrepreneurial behavior. In this model entrepreneurship was 

facilitated by a reaction of children to “retreatist” fathers who had been rejected by 

society because of their dissent. While Hagen’s theory has not gained many 

adherents, it is a bold attempt to infuse the question with original interdisciplinary 

thinking, and it is a pity that no further attempts have been made to apply psycholog¬ 

ical theory toward a deeper understanding of the men who made the Industrial Revo¬ 

lution. 
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The most complete and persuasive attempt to provide a social explanation of the 

Industrial Revolution has been provided by Perkin (1969). Perkin dates the creation 

of the type of society which was most amenable to an Industrial Revolution to the 

Restoration of 1660 and the social and political changes accompanying it.34 He points 

out that the principle upon which society was established following the Civil War 

was the link between wealth and status. Status means here not only political influ¬ 

ence and indirect control over the lives of one’s neighbors, but also to which houses 

one was invited, what partners were eligible for one’s children to marry, which rank 

one could attain (that is, purchase) in the army, where one lived, and how one’s chil¬ 

dren were educated. In Perkin’s view, the quality of life was determined not just by 

“consumption” as usually defined by economists, but by the relative standing of the 

individual in the social hierarchy. Whether this social relativity hypothesis is still a 

good description of society is an open question, but a case can be made, as Perkin 

does, that it is an apt description of Rritain in the eighteenth century. Perkin, cites a 

paragraph from Adam Smith’s Theory of Moral Sentiments which economists—always 

a bit eclectic in what they learned from the Master—have been ignoring at their risk: 

To what purpose is all the toil and bustle of the world'. . . the pursuit of wealth, 

of power, and preeminence? Is it to supply the necessities of nature? The 

wages of the meanest labourer can supply them ... what then is the cause of 

our aversion to his situation... Do the rich imagine that their stomach is 

better, or their sleep sounder in a palace than in a cottage? The contrary has so 

often been observed .. . What are the advantages [then] by that great purpose 

of human life which we call bettering our condition? ... It is the vanity, not 

the ease of the pleasure, which interests us. Rut vanity is always founded upon 

our belief of our being the object of attention and approbation. The rich man 

glories in his riches, because he feels that they naturally draw upon him the 

attention of the world . .. Everybody is eager to look at him .. . His actions are 

the objects of the public care. Scarce a word, scarce a gesture can fall from him 

that is altogether neglected. In a great assembly he is the person upon whom 

all direct their eyes ... It is this, which . . . renders greatness the object of envy 

and compensates ... all that toil, all that anxiety, all those mortifications which 

must be undergone in the pursuit of it [Smith, 1759, pp. 50-51], 

In Perkin’s own words, “To the perennial desire for wealth, the old society, [i.e., 

Britain after 1660] added more motivation which gave point and purpose to the pur¬ 

suit of riches. Compared with neighbouring and more traditional societies it offered 

both a greater challenge and a greater reward to successful enterprise ... the pursuit 

of wealth was the pursuit of social status, not merely for oneself but for one’s family” 

(Perkin, 1969, p. 8S).35 Perkin’s insight is important because it underlines a basic point 

often overlooked by economists trying to understand entrepreneurial behavior. It is 

almost always true that an easy opportunity to earn money will not be passed over by 

a rational individual. Moreover, if there is a divergence of opinion about the expected 

profitability of an opportunity, one should expect the optimists to replace the pessi¬ 

mists. Unexploited opportunities to quick gains will rapidly disappear. There were 

opportunities to make money during the Industrial Revolution, but few were quick 

and easy. Almost all major entrepreneurial figures took enormous risks, worked long 

and hard hours, and rarely enjoyed the fruits of their efforts until late in life or 

enjoyed them vicariously through their descendants. Entrepreneurship will be more 
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forthcoming if the rewards of money exceed the costs of risk-bearing, hard work, and 

postponed gratification. Perkin’s thesis stresses the benefit side in this equation: in 

Britain money bought more than just comfort. It is perfectly consistent with 

economic logic and should be regarded as complementary to the New Economic His¬ 

tory. 

Still, some empirical questions have to be answered before it can be accepted as 

one explanation of England’s success.36 Was the correlation between wealth and 

social status stronger in Britain than elsewhere? At least in one case, Holland, this is 

probably false, and this case indicates that having the “right kind of society” is not a 

sufficient condition for a successful Industrial Revolution.37 But what about France? 

In the eighteenth century aristocratic titles could be bought, and much of the nobility 

was a noblesse de robe, i.e., of bourgeois origins. Was the aversion to parvenus among 

the upper class stronger in France than in England? While the latter question cannot 

readily be answered, there were two important differences between the two countries 

in this respect. First, in France money could enhance social status, but the respect¬ 

able local country gentleman who ran the affairs of the parish was a wholly British 

institution. Secondly, in France social status was often literally bought. The price of a 

noble title reflected a tax-exemption, so that the sale of titles was not a one-way street 

in which the crown soaked up wealth. But nobility implied high standards of con¬ 

sumption in the noblesse oblige tradition. In England, by contrast, wealth was corre¬ 

lated with influence and respect, but one did not have necessarily to part with the 

former to attain the latter. 

Furthermore, Perkin’s logic implies an almost dialectical dynamism of the supply 

of entrepreneurship. If merchants and manufacturers made money in order to buy 

themselves or their descendants the good life of the country squire, the ranks of the 

entrepreneurial class would be constantly depleted. Upward mobility by means of 

wealth thus also led to the eventual destruction of the entrepreneurial class. Having 

arrived at their new status, the new elite tended to slam the door shut to further 

entrants. This “gentrification” of the commercial and industrial class, which has 

been blamed for the decline of Britain’s leadership in the Victorian age (Wiener, 

1981), seems a logical extension of Perkin’s thesis. As the debate on the “failure” of 

Victorian Britain lies outside the scope of this volume, this implication cannot be pur¬ 

sued here. 

Agriculture, Foreign Trade, Population Growth, and Technology 

There have been many attempts to write the history of the Industrial Revolution in 

terms of certain necessary preconditions which have to be satisfied prior to successful 

industrialization. For instance, the ^‘agricultural revolution” is still held by some to 

have to precede or occur simultaneously with an Industrial Revolution. This 

hypothesis is then tested by pointing to the improvements in British agriculture 

which took place in the eighteenth century. A different approach is the view that the 

acceleration in population growth which occurred after 1750 was instrumental in 

triggering the Industrial Revolution in Britain. A third view considers foreign trade to 

be the “engine” of the Industrial Revolution, and the rapid increase of exports— 

which included a more than proportional share of goods produced in the modem 
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sector—to be essential for the subsequent development of industry. All these 

approaches suffer from an application of the post hoc ergo propter hoc principle. It is 

more appropriate to start by searching for the exact causal links between events exo¬ 

genous to industry and the Industrial Revolution, and then to ask if one can show that 

these “preconditions” were indeed indispensable. 

AGRICULTURE 

The ability of the economy to generate enough food for an expanding non- 

agricultural sector was one of the greatest concerns of the political economists wit¬ 

nessing the Industrial Revolution. Indeed, the fear of food scarcity led the two most 

prominent thinkers of the time, Ricardo and Malthus, to take a far more pessimistic 

view of the economy than Adam Smith, although Smith wrote at the dawn of the 

Industrial Revolution while Ricardo and Malthus had an opportunity to witness the 

full swing of technological innovation and rising productivity in manufacturing. The 

Malthusian fear of insufficient food production is one of the most egregious mistakes 

in the history of economic thought as far as the West is concerned. The economic his¬ 

tory of the western world in the past two centuries has been plagued most of the time 

by overproduction of agricultural goods. From the British Corn Laws (first introduced 

in 1670 and updated repeatedly in the eighteenth century) to the Common Agricul¬ 

tural Policy of our own time which has led to the notorious “mountains” of agricul¬ 

tural surpluses, European governments had to be more concerned with guaranteeing 

adequate prices for their farmer constituencies than ensuring adequate food supplies 

for their populations. The only exceptions were the periods of major war and the 

“hungry forties,” both unusual cases. 

Europe’s success in feeding itself could be interpreted as providing support for the 

importance of the Agricultural Revolution. But matters are not that simple. For one 

thing, if one looks at Britain, the timing of the “two revolutions” creates some doubt. 

Agriculture in Britain started to change as early as the sixteenth century, and pro¬ 

gressed at first very slowly. After 1640, with mixed farming spreading through the 

light soil regions, productivity growth accelerated (Kerridge, 1969; Jones, 1974, 

pp. 66-81). During the years of the Industrial Revolution, however, agricultural pro¬ 

duction fell short. After 1760, and especially after 1793, the rate of growth of supply 

was outstripped by the rate of growth of demand. Food prices rose and famines 

became a real threat. This reversal was due in part to fortuitous factors (weather, the 

disruption of foreign trade) and in part to the unprecedented rate of population 

growth after 1750. Moreover, the shortfall was not large. Jones (1974, p. 98) concludes 

that agriculture had supplied the country’s wants more than adequately until the 

mid-eighteenth century and that it failed to do so afterward only “by the slenderest 

margin.” 

The question is whether, had the rate of growth of agricultural supply been lower, 

the rate of industrialization would have been slower. In a closed economy, agricul¬ 

tural stagnation would indeed lead to ever-worsening terms of trade for the non- 

agricultural sector, rising money wages, rising rents, and declining profits and 

accumulation—exactly what Ricardo feared and Malthus hoped for. But because Bri¬ 

tain was an economy open to trade, relative prices changed much less. Part of the 

error of the Malthusians is attributable to the unique circumstances between 1790 
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and 1815 when their ideas were shaped, since during these years the Napoleonic 

Wars disrupted the world economy leading to theories which do not take full account 

o the open-ness of the British economy. But these years also mark the closer integra¬ 

tion of the Irish and British economies, which provided Britain with a nearby and po¬ 

litically secure source of grain and animal products. These issues are discussed in 

greater detail by Brinley Thomas in Chapter 6, who poses an explicit challenge to the 

view that the Agricultural Revolution was crucial to the Industrial Revolution. 

If we widen the definition of the Agricultural Revolution, the paradox of classical 

political economy in part disappears. Food production and distribution used non- 

agncultural inputs, many of which underwent major progress in this period. In this 

view then, the Industrial Revolution largely fed itself. For example, the moderniza¬ 

tion of transportation affected the supply of agricultural products in a way similar to 

improvements in agricultural productivity properly speaking. What is known as the 

transportation revolution” (canals and turnpikes, then improved ships and railroads) 

was nothing but the application of ideas and principles from industry to transporta¬ 

tion, and should be regarded as part and parcel of the creation of the modem sector. 

The decline in transport cost helped Britain to feed itself during the nineteenth cen¬ 

tury. Moreover, as noted above, the Industrial Revolution also produced better and 

cheaper inputs for agriculture, so that productivity increases in that sector were in 

part caused by the Industrial Revolution itself. It is therefore quite unreasonable to 

think in terms of a necessary sequence of agriculture first, industry next. 

Another argument links agriculture and the Industrial Revolution through the sup¬ 

ply of labor. It is often thought that rising productivity in agriculture made it possible 

not only to produce more output but, in addition, to dispense with parts of the agri¬ 

cultural labor force which then became available to manufacturing. The enclosure 

movement after 1760 was thought to have been instrumental in this process of “labor 

release . Chambers (1953) has shown that enclosures did not release much agricul¬ 

tural labor. But, as Crafts shows in Chapter 7, accelerating population growth and 

declining labor requirements of agriculture jointly allowed a significant reshuffling of 

the labor force toward industry. 

Agriculture, writes Eric Jones, contributed in real, if complicated, ways to the 

emergence of industrialism in England” (Jones, 1974, p. 119). Phrased in this cautious 

manner, this view will encounter little criticism. But it is far from clear whether 

differences in agriculture explain why the Industrial Revolution occurred when and 

where it did. It is certainly unwarranted To infer that because agricultural growth 

affected industrialization, the latter could not have taken place without the former. 

FOREIGN TRADE AND EMPIRE 

For the historian, foreign trade is one of the most visible forms of economic activity. 

Import and export statistics are a prime source of quantitative information, going 

back in time far beyond any statistics of aggregate production. It has therefore been 

tempting to use foreign trade data to learn something about other aspects of the econ¬ 

omy. But inferences can be misleading: in the 1780s, total net imports amounted to 

about 19 million pounds which was less than 10 percent of national income in current 

prices. This proportion grew during the Industrial Revolution, and was about 25 

percent in the 1850s. 
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The precise function of foreign trade in the Industrial Revolution has two aspects. 

The first and most obvious is that foreign trade made it possible for Britain to import 

certain commodities which it could not produce as efficiently (or at all) at home. Raw 

cotton from North America, sugar from the Caribbean, grains and timber from the 

Baltic area all played important roles in the British economy, and some of them were 

critical inputs in British industry. Economists delight in teaching that the gains from 

trade are real gains: an open economy can consume iqore than a closed economy. 

Thus trade creation resembles technological change, leading to higher incomes. The 

other aspect of foreign trade which in some views was equally important was that 

foreign demand provided the necessary markets for industrial output. 

The argument that foreign markets were essential in creating the demand for Brit¬ 

ish products is less plausible than the straightforward gains-from-trade argument, and 

is dealt with in some detail by Mokyr in essay 4 below. Britain exported goods and 

services, but from the point of view of British consumers these exports were a neces¬ 

sary evil. After all, every yard of cotton cloth sent abroad was no longer available for 

domestic consumption. Exports as such were not a good thing for the British econ¬ 

omy. What is true is that a buoyant foreign demand will lead to more favorable terms 

of trade, all other things being equal. Yet, from 1790 on Britain’s net barter terms of 

trade worsened (Thomas and McCloskey, 1981, p. 101). It is likely that Britain’s single 

factoral terms of trade (in which prices are weighted by the productivity of domestic 

factors of production) improved over the same period. Thus the ability of Britons to 

buy foreign goods may well have improved. In any event, demand expanded, but it 

did so at a slower rate than British supply. 

Was international trade in some sense the engine of the Industrial Revolution? 

Thomas and McCloskey (1981, p. 87) start their essay by citing Deane and Cole to the 

effect that overseas trade was of central importance to the expansion of the economy; 

they then add an ominous “we shall see,” arriving ultimately at the conclusion 

(p. 102) that “the commercial revolution had some small role in indus¬ 

trialization ... As began to be apparent in the late eighteenth century, the 

strongest effect between commerce abroad and industry at home was from industrial¬ 

ization to commerce, not the reverse. Trade was the child of industry.” The same 

conclusion is reached by Findley (1982).38 A somewhat different conclusion, based on 

an econometric analysis of eighteenth-century trade statistics, has been reached by 

Hatton, Lyons, and Satchell (1983). They find that there was indeed an exogenous ele¬ 

ment in export demand, although they warn that this finding does not allow them to 

suggest that the Industrial Revolution can be described in terms of export-led 

growth.39 The attack on the theory that regards exports as the “engine” of industriali¬ 

zation has not been limited to Cliometricians. More traditionally inclined economic 

historians, too, have been having second thoughts. For example, Ralph Davis (1978, 

pp. 9-10) has expressed his agreement that overseas trade did not have an important 

direct role either in bringing about the Industrial Revolution or in supporting the first 

stage of its progress, although he insists that after 1800 home demand became inade¬ 

quate and foreign markets became “absolutely vital.” 

Foreign trade expanded considerably faster than output throughout the Industrial 

Revolution. Between 1700 and 1800 the volume of foreign trade grew sixfold. 

Although the expansion was studded with leaps and bounds followed by sharp 

retreats, it was on the whole much faster than output and population growth. Perhaps 
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this has led many historians to conclude that foreign markets were indispensable to 

British industrial growth. They were not. In some markets, of course, exports 

accounted for a large part of sales. Especially in the cotton industry, the proportion of 

total output destined for the overseas market was large. Deane and Cole estimate that 

approximately half the total cotton output was exported between 1819 and 1841, a 

proportion that rose to 60 percent in the late 1840s and to 70 percent in the mid 

1870s (Deane and Cole, 1969, p. 187).40 Cotton was one of the industries with the 

fastest productivity growth, so export markes were to some extent responsible for the 

rate of productivity growth of the modem sector as a whole. But how much cotton 

would have been produced in Britain if export markets had not been available? In 

the absence of foreign markets production would have been smaller, but by less than 

the quantity exported. At lower prices the domestic market would have absorbed 

some part of output that was in actuality exported. 

To summarize, international trade can create higher incomes inasmuch as interna¬ 

tional division of labor generates gains from trade. But this is not the same as saying 

that the growth of exports was “vital” to the Industrial Revolution, since the growth 

of international trade and specialization and productivity growth were substitutes 

rather than complements. To put it differently, the gains accruing to the British econ¬ 

omy from international trade were not necessary to achieve the gains from produc¬ 

tivity growth. Given that technical progress occurred, however, its beneficial effects 

were enhanced by the expansion of trade.41 

What is true for international trade as a whole holds a fortiori for individual mar¬ 

kets. The assertion that the British Empire was an important element in the Industrial 

Revolution is by now discredited. In 1784-86, Asia (that is, primarily India) absorbed 

13.3 percent of total British exports. This share remained more or less constant 

throughout the period, reaching 13.1 percent in 1854-56 (Davis, 1978, pp. 96, 100). 

To be sure, India absorbed an ever-increasing share of Britain’s exports of cotton 

goods, but its share was never dominant. In 1854-56, Asia (without China) bought 

22.5 percent of Britain’s cotton exports. Europe, the Near East, and Latin American 

remained equally important, and in these markets Britain competed on an equal 

basis. For those who believe that imperial control over foreign markets is somehow 

critical for the development of modern industry, it should suffice to cite the example 

of the Netherlands, which, in spite of great efforts, failed to produce a modem cotton 

industry to supply the demand for cotton in the Dutch Indies, while Switzerland, 

landlocked and without any overseas possessions, succeeded. 

POPULATION GROWTH 

Agricultural progress and export growth may not have been necessary or sufficient 

conditions for the Industrial Revolution, but they were unambiguously positive fac¬ 

tors. Not even that much can be said about population growth, which nevertheless 

has been heralded as determining the timing of the Industrial Revolution (Eversley, 

1967; Perkin, 1969). Population growth will usually lead to a faster increase in the 

demand for food than for manufactured products, because food has a lower income 

elasticity. Since technology in pre-modern manufacturing or even in the early stages 

of the Industrial Revolution was still labor-intensive, population growth will also 

cause the supply curve of non-agricultural goods to shift to the right faster than that 
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of agricultural goods. The net result is a rise in the price of agricultural goods relative 

to non-agricultural goods, but changes in the composition of total output depend on 

the various elasticities of demand and supply. 

Those who place demographic change in the center of the stage have to take 

recourse to a dynamic argument which explicitly relates technological change to 

population growth (Boserup, 1981). If such a causal link could be established beyond 

doubt, we would indeed have a powerful theory of the Industrial Revolution since the 

growth of population in Europe after 1750 was more or less independent of the Indus¬ 

trial Revolution (at least initially). The theory of induced innovation, inchoate as it is, 

lends little support to the Boserup view. Population growth tended to lower the rela¬ 

tive price of manufactured goods and real wages, and thus was not likely to have 

stimulated a “search” for labor-saving innovations. It is more persuasive to relate 

population growth to labor supply. If cheap labor was an important factor in the 

Industrial Revolution, population growth may have had a positive effect in insuring a 

large labor supply. In that way, the surge in population growth after 1750 may have 

been a positive factor in the growth of modern industry. Nonetheless, population 

growth also meant that the transition to a more capital-intensive, mechanized tech¬ 

nique required more saving to accumulate the capital necessary to employ more 

workers. The labor supply question is discussed in some more detail in essay 5 below. 

North (1981) analyzes population growth in a more static model of economic 

growth. In his view population growth led to the opportunity to create better-defined 

property rights. The enforcement of property rights was subject to economies of 

scale, that is, as population increased, it became easier to administer justice, maintain 

law and order, and enforce contracts, and thus to create a more efficient society. This 

argument is an application of Adam Smith’s theory of specialization being limited by 

the size of the market. But North raises more questions than he answers: is this scale 

effect powerful enough to offset the diminishing returns to labor resulting from popu¬ 

lation growth? And do not the economic gains due to more efficient property rights 

run into diminishing returns themselves? What was the “minimum size” needed for 

a political unit to have sufficiently effective property rights to generate an industrial 

revolution? And can one show that Britain—and no other economy—crossed that 

threshold between 1740 and 1770? 

In any event, the historical record has been particularly unkind to the demographic 

explanation of “Why was Britain first”. Population growth resumed almost every¬ 

where in Europe at some point around 1750, and it is reputed to have led to a bewild¬ 

ering host of phenomena, from the adoption of the potato in Ireland (Cullen, 1969) to 

the political revolutions which swept Europe after 1789 (Langer, 1969, pp. 10-11; 

Goldstone, forthcoming). While the timing of industrial growth and population 

growth in Britain seems superficially consistent with a positive causal connection 

between the two, neither theory nor cross-section comparisons lend it much support. 

In short, while population change and the Industrial Revolution changed British his¬ 

tory after 1750, their simultaneity does not warrant any conclusions about mutual 

causation. One could do worse than to view them as more or less independent forces. 

One interesting conclusion that the New Economic History has tended to come up 

with repeatedly is that there are few necessary conditions in economic history. No 

single element seems to satisfy what Fogel has called “the indispensability axiom.” 

Agricultural progress was important, but it could have been—and ultimately was— 

replaced by imports. Foreign trade was a major element in the demand for British 
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goods, but in its absence domestic markets could have played an even larger role than 

they already did. Of course, jointly these factors were more important than the sum 

of each separate factor. In the absence of both agricultural progress and foreign 

trade, the fears of the Classical Economists would in all likelihood have materialized, 

and the process would at some point have ground to a halt.42 

TECHNOLOGICAL CHANGE 

Much recent work, including Feinstein (1978) and McCloskey (essay 2 below), sug¬ 

gests that residual productivity growth, not capital accumulation, was the principal 

cause of the rise in labor productivity and per capita output during the Industrial 

Revolution. Although the respective importance of capital formation and total pro¬ 

ductivity increase is still a matter of some controversy, recent research has focused 

attention on technological change as one of the main elements behind rising labor 

productivity. The sources and effects of technological change in the Industrial Revo¬ 

lution are discussed in greater detail in essays 4 and 5 reprinted below, as well as in 

von Tunzelmann (1981). Comparatively little has been added to the literature since 

Musson s (1972) magisterial survey of the literature. The most common approach uti¬ 

lized by economists (e.g. Crafts, 1981, 1983; Feinstein, 1981) is to compute total pro¬ 

ductivity growth. These estimates of the residual are useful, but have obvious limita¬ 

tions which are fully acknowledged by the scholars who use them. They do not, in 

any event, have anything to say about how and why technology changes. 

Historians of technology have noted that technical progress tends to be an auto- 

correlated process, that is, nothing generates technological progress like earlier tech¬ 

nological progress. Landes (1969a) has referred to this mechanism as “challenge and 

response, and Rosenberg (1969) has called it “compulsive sequences.” In more com¬ 

mon parlance it is tempting to call it the “one thing leads to another” theory. A 

model of technical change of this type requires two assumptions. One is that some 

activities are almost complete complements, such as spinning and weaving, coalmin¬ 

ing and iron casting, and so on. The second is that there are costs in making radical 

changes in the existing allocation of resources. The process is set into motion by an 

exogenous (not necessarily random) event, which increases productivity in one of the 

processes. This improvement creates a bottleneck in the complementary process and 

thus generates a more intensive search there than would be the case otherwise. 

Recause the “output” of technological change cannot be set at a high level of accu¬ 

racy, however, it often happened that the improvement in the second process 

overshot its target, and a new bottleneck was created. The rapid succession of inven¬ 

tions in the textile and iron industries during the Industrial Revolution fits this leap¬ 

frogging model of innovation. But as Parker (1972) and others have pointed out, this is 

not a satisfactory explanation of what happened. The disturbance of the original 

equilibrium can be corrected either by further technological progress or by reallocat¬ 

ing resources from the industry which underwent innovation to the complementary 

industry. The entire concept of a technological bottleneck depends on some rigidity 

in the system which hinders the quick reallocation of resources. It follows that such 

rigidities should be made explicit and investigated further.43 

The decline in the cost of a complementary good or process is one possible stimu¬ 

lant to technological progress, the rise in the cost of a substitute is another. Much has 

been made of Britain’s good fortune to deplete its reserves of the most important 
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natural resource of the pre-industrial era, wood. The scarcity of wood, it is alleged, 

forced Britain to use coal for smelting and later for puddling and rolling, and metal as 

a substitute for wood as a raw material (Boserup, 1981, pp. 105-111; Brinley Thomas, 

1980). The problem with this interpretation is that we cannot predict when such 

pressures will lead to invention and when they will simply lead the economy into 

stagnation. The timber scarcity argument also has a serious timing problem. Rosen¬ 

berg (1976, pp. 250-51) reminds us that the scarcity of wood in England began in 

Elizabethan times. Nef and others showed long ago that the substitution of iron for 

wood was drawn out over centuries. The use of timber in glassmaking was prohibited 

in 1615, four years after Edward Zouch was awarded the first patent for making glass 

in a coal-burning reverberatory furnace which was later used for lead and steel mak¬ 

ing as well. Coal was also widely used in brickmaking, salt- and soapboiling, and the 

manufacture of alum, lime, and saltpeter. Nevertheless, John Nef’s view that for 

those reasons the second half of the sixteenth century should be regarded as the 

beginning of the Industrial Revolution has gained little support. The “good fortune” 

of high timber prices may have induced the switch from charcoal to coke smelting 

but as Hyde (1977, pp. 32-41) has shown, coke pig iron was at first more expensive 

than charcoal pig iron. Moreover, the coke-smelting process discovered by the Dar¬ 

bys of Coalbrookdale was long kept a tight industrial secret, and the process spread 

slowly: as late as 1760, half a century after its discovery, there were only 14 coke fur¬ 

naces in Britain. The same is not true for Cort’s rolling and puddling process, but 

Cort’s invention was so vastly superior to anything used earlier that it seems far¬ 

fetched to attribute it to high timber prices. 

The economic logic of the argument which seeks to turn a resource disadvantage 

into a technological advantage should be spelled out more explicitly. The argument 

assumes the existence of a learning curve in the use of coal. A learning curve shows 

how costs decline over time as a particular technique is used and as experience makes 

it more efficient. If it is argued that the scarcity of timber was beneficial in the long 

run, it has to be assumed that the learning curve for coal-using techniques was 

steeper than charcoal smelting. When the price of wood and charcoal rose, industry 

switched to a previously unprofitable technique (coal), but as it “learned,” it 

discovered to its surprise that the new technique was becoming more efficient than 

the old one ever was. Even if the forests grew back, nobody would return to the old 

wood-using techniques. This scenario is not implausible, but many of the assumptions 

on which it depends remain to be demonstrated. Some techniques which fell into 

disuse were perfectly capable of major technology improvements. Cort’s forging tech¬ 

niques used charcoal in areas where coal was expensive relative to wood (Derry and 

Williams, 1960, p. 480). The charcoal wrought iron industry made impressive gains, 

especially in the all-important area of fuel economy (Landes, 1969a, p. 93). Water 

power, in many areas replaced by steam power, witnessed important engineering 

breakthroughs in the period after 1750 (Cardwell, 1972, pp. 102-06). Thus, unless 

there was a significant difference in the slopes of the learning curves of the old and 

new techniques, running out of a resource was what common sense dictates it should 

be: a setback, not a stroke of good fortune. It did not have to be a fatal setback, since 

most resources had substitutes. But it is one thing to argue that ingenuity and inven¬ 

tiveness could reduce the effects of such a setback and quite another to maintain that 

ultimately such scarcities were all for the good and that they brought about the 

Industrial Revolution. 
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The concept of “learning by doing” is quite useful to the understanding of how 

technological change really occurred. The idea of “local technical change,” first pro¬ 

posed by Atkinson and Stiglitz (1969) and used ingeniously by David (1975), has some 

radical implications for how rapid technological change is likely to be and where it is 

likely to take place. The assumption behind these models is that technical progress 

does not take place across all possible production techniques, but only in the neigh¬ 

borhoods of techniques already in use, through learning by doing and similar mechan¬ 

isms. When the learning curves are not known in advance-and how could they 

be? —major differences among the rates of technological (and hence economic) pro¬ 

gress between nations could be explained by the fortuitous event that one economy 

happened to have picked a specialization in an industry with strong learning effects, 

while another selected a loser. An example is the three main textile industries, 

wool, linen, and cotton. The physical properties of cotton made it much more amen¬ 

able to technological change, so areas which happened to specialize in it, in particu¬ 

lar Lancashire, ended up becoming foci of industrial growth, while areas which spe¬ 

cialized in linen (Northern Ireland for instance) grew more slowly. Here, too, the 

argument should not be pushed too far. Once a “winning” industry or technique has 

been identified, economies or areas which had previously bet on the wrong horse 

could switch to the better technique, although this was often costly and slow. 

One of the main sources of productivity growth was the institution with which the 

Industrial Revolution will forever remain associated: the factory or “mill” as contem¬ 

poraries called it. The factory was not entirely new in 1760, of course. The Lombe 

brothers silk-throwing mill in Derby and Ambrose Crowley’s ironworks in Newcastle 

were large factories already in operation in the first half of the eighteenth century. 

The Mercantilist Manufactures on the Continent were also proto-factories (Freuden- 

berger, 1966). Nevertheless, the factory in which large firms concentrated their 

workers under one roof and subjected them to rigid work rules has become the sym¬ 

bol of the Industrial Revolution. It separated the household (the unit of consumption) 

from the firm (the unit of production) and thus profoundly changed the life of every 

person involved. 

There are two views of this transformation. One is that the factory system was 

inevitable because of technical economies of scale. The new equipment needed cen¬ 

tral sources of power, such as the large water mill and the steam engine. Somewhat 

later in the nineteenth century, the chemical and steel industries were subject to 

important scale economies in the production processes themselves. The development 

of continuous flow processes, assembly-line production, and other forms of the divi¬ 

sion of labor led to larger and larger units of production. 

The alternative approach considers the factory system as a solution to the monitor- 

ing problem (Millward, 1981). Under the putting-out system, the entrepreneur had 

little control over the inputs to the production process. He did not know how many 

hours his workers were active or how hard they worked, and embezzlement of raw 

materials was a common complaint. As a result, he compensated the workers accord- 

ing to output, not input, by paying them a piece wage. In the factories the workers 

were in many cases paid by the day, because the factory owner could observe the 

inputs directly. He controlled the number of hours worked, controlled the flows of 

raw materials and fuel, and his foremen tried to control the efforts made by the work¬ 

ers. There were advantages in this system, especially in quality control of the final 

product. More important, it seems, was the advantage that in more sophisticated pro- 
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duction systems it is often very difficult to measure the output of a given worker since 

it depends on the productivity of other workers. In such systems it is also inevitable to 

pay the workers according to input, not output. There were also serious costs 

involved, both from the point of view of the manufacturer, who after all had to pro¬ 

vide the building, and on the part of the worker (Smelser, 1959; Pollard, 1965, Ch. 5). 

In some industries, like cotton spinning, metallurgy, potteries, and chemicals, the 

benefits exceeded the costs. In others, in which the the small workshop survived for 

many more decades, they apparently did not. 

Little research has gone into the question which of the two explanations of the rise 

of the factory is more powerful in the early stages of the Industrial Revolution. 

Recent writers as diverse as North (1981, p. 169) and Cohen (1981) have supported 

the monitoring hypothesis and rejected the technical scale-economies. But doubts 

linger. Consider the cotton industry. While spinning, dyeing, carding, printing and 

later weaving, all became concentrated, the production of apparel before 1850 

remained primarily a domestic industry. Perhaps quality control is easier with 

apparel, but it stands to reason that the main obstacle for the concentration of tailor- 

ing in factories was the absence of technical scale economies in the production of the 

final output. Something similar must have been the case for the iron industry: pud¬ 

dling and casting were carried out in factories, but cutlery and nails continued to be 

made in small workshops until well into the nineteenth century. It is of some signifi¬ 

cance that when workers produced an identifiable output, such as in the cotton¬ 

weaving industry, they continued to receive a piece wage. Piece wages apparently 

provided a better incentive to efficient work than any control of supervisory person¬ 

nel. 

Is it possible to analyze technological change with the traditional tools of the 

economist, the rules of supply and demand? Property rights in new techniques were 

protected, albeit imperfectly by British patent law. Some inventors who failed to 

capture any of the social benefits of their work were rewarded directly by society.44 

The motives of the great inventors, professionals as well as amateurs, are far from 

well-understood. It is possible, moreover, that these motives mattered very little. 

Technological change and inventive activity were by no means identical. The cumu¬ 

lative effect of small improvements made by mostly anonymous workers and techni¬ 

cians was often more important than most of the great inventions. The question of 

economic vs. noneconomic motives in technological change goes further than that, 

however. At the secondary, entrepreneurial, level of technological change, economic 

motives must be regarded as primary. It is precisely on this point that the explanation 

of technological change finds useful support in the sociological theories of Perkin and 

others. The higher desirability of the monetary rewards of successful enterprise rela¬ 

tive to security and leisure in Britain may have been instrumental in the faster rate of 

technical change in the British economy. 

To summarize, the research carried out by economists has reduced but not elim¬ 

inated the importance of two elements which traditionally had been viewed as cen¬ 

tral to the understanding of the Industrial Revolution. Agricultural progress and 

foreign trade have been somewhat diminished in significance in explaining why the 

Industrial Revolution occurred when and where it did. Population change seems in 

some danger of losing its position altogether as an explanatory variable. Technologi¬ 

cal progress, in its widest definition, has remained as the basis of the Industrial Revo- 
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lution, and it still poses a challenge to economists whose understanding of it has thus 

far been limited. 

The Inputs: Labor and Capital 

Economic change can be decomposed into increases in the quantities of inputs and 

changes in the way inputs are utilized. Essay 3 by Solow and Temin below discusses 

the many difficulties encountered by economists trying to carry out this exercise. A 

related question, equally controversial and studded with theoretical pitfalls, is the 

effects of initial factor endowments on the rate at which the modern sector grows. A 

satisfactory model would allow us to approach the question “Why was Britain first? ” 

from a different angle. How crucial was the supply of factors to the Industrial Revolu¬ 

tion?45 Where did the inputs come from, and how did market mechanisms channel 

them where they were needed? 

There are two competing views of the role of labor in the Industrial Revolution. 

One of them sees labor as a scarce resource, in fact as the scarce resource, and there¬ 

fore the Industrial Revolution had a better chance of succeeding in areas in which it 

was abundant and cheap. The second view, most closely associated with the work of 

H.J. Habakkuk and Deane (1962) maintains that inventive activity in the nineteenth 

century was mostly labor-saving and that scarce labor stimulated waves of technical 

change. Recent work has not done much to determine which view is more “correct,” 

but some of the assumptions on which the two alternative theses are based have been 

made explicit.46 As David (1975) has pointed out, the Habakkuk view implies that local¬ 

ized technological change has to be stronger in the capital-intensive range of techniques 

than in the labor-intensive range. In that case a high-wage economy will naturally have 

chosen a less labor-intensive technique, and will experience faster technological pro¬ 

gress as the unintended by-product of this choice. 

The first model (Habakkuk, 1963; Mokyr, 1976) assumes that technological change 

was more or less independent of factor prices. This would be the case if there was lit¬ 

tle choice in the range of techniques, i.e. the “best practice” techniques at the onset 

of the Industrial Revolution were the most efficient for any realistic set of factor 

prices. The transition from the old to the new technique required capital accumula¬ 

tion in the modem sector, which enabled the new techniques to be implemented. 

Steam engines, mule-jennies, blast furnaces, paper mills, chaff cutters, and threshers, 

are all examples of a new technology requiring a large capital expenditure. Above all, 

there were factories which had to be built, maintained, heated, lighted, and guarded. 

The modem sector was physically located, by and large, in large buildings. And in 

contrast with France and Belgium, in Britain there were no more monasteries to con¬ 

fiscate and convert. Given the reasonable assumption that the earners of profits in the 

modem sector are more likely to reinvest in the modernized firms, it follows that, all 

other things equal, lower wages (and thus higher profits) led to faster accumulation of 

capital and therefore more rapid modernization. 

The ceteris paribus clause in this model did not always hold. For instance, it is 

important to ask why labor was cheaper in one place than another. If it was purely a 

matter of opportunity cost, the model holds. But if labor was cheaper in one place 

because it was less productive, the model encounters a difficulty, though not a lethal 



30 THE ECONOMICS OF THE INDUSTRIAL REVOLUTION 

one.47 Labor could vary in its productivity for a variety of reasons.48 Differences in 

education seem to have made relatively little difference in productivity (Sanderson, 

1972). Another interpretation emphasizes diet: low-wage workers could not buy 

enough food, and their malnourishment caused their work to be of low quality (Freu- 

denberger and Cummins, 1976). This view too has some attractive features, since the 

so-called “efficiency-wage” model seems quite promising in explaining the failure of 

premodem, poor societies to develop. Unfortunately the evidence produced thus far 

to support this promising idea is less than convincing.49 Differences in productivity, 

in the early stages of the Industrial Revolution were also likely to arise from differ¬ 

ences in workers’ attitudes. Concentrating large numbers of workers (of both sexes) in 

one room, and subjecting them to discipline, regularity, and the increasing monotony 

of the more advanced technique was one of the most difficult problems encountered 

by early factory masters (Thompson, 1967). Cheap labor was no advantage unless it 

could be effectively transplanted from the traditional to the modern sector. Sidney 

Pollard (1965, chapter 5) has pointed to the central paradox of the labor supply ques¬ 

tion during the Industrial Revolution: “the lack of employment opportuni¬ 

ties ... existing simultaneously with a labour shortage is in part explained by the fact 

that the worker was averse to taking up the type of employment being offered, and 

the employer was unwilling to tolerate the habits of work which the men seeking work 

desired” (ibid., p. 196). 

How a rural, mostly self-employed labor force was enticed to work in mostly urban 

mills is one of the most interesting questions in the debate on the Industrial Revolu¬ 

tion, and yet it has not received much attention in the literature produced by 

economists. One answer is given, ironically, by the social historian Perkin: “Ry and 

large, it was the prospect of higher wages which was the most effective means of 

overcoming the natural dislike for the monotony and quasi-imprisonment of the fac¬ 

tory” (Perkin, 1969, p. 130). Plausible enough, but is it true? Pollard (1965) and 

Thompson (1967) suggest a variety of ways in which the factory owners educated 

their workers in their own image, trying to imbue them with an ethic which made 

them more docile and diligent. Here, too, more research would have a very high mar¬ 

ginal product in understanding the economics of the Industrial Revolution. 

Aside from the question of the productivity of labor, the wages the factory masters 

had to pay were determined by the other forms of employment open to the worker.51 

The opportunity cost of labor was determined by its productivity in the traditional 

sector, which still dominated the economy. Refore 1850, the modem sector was small 

and thus close to a price taker in the labor market. Crafts’s essay no. 7 below discusses 

the flow of labor from agriculture. But there was more to the traditional sector than 

agriculture. The domestic weavers, spinners, nailers, frame knitters, and cutlers, 

whether they were in the putting-out system of working for their own account, found 

their economic position increasingly threatened as the Industrial Revolution pro¬ 

gressed. After all, the goods they produced were close substitutes for, and at times 

identical to, the manufactured goods produced by the factories. Slowly at first, but 

with increasing force, domestic industry was transformed by the Industrial Revolu¬ 

tion. Ultimately it was doomed, but during the Industrial Revolution its relation with 

the modem sector was complex. 

In many industries, mechanized factory production and manual home production 

were complementary and while the type of industrial commodities produced in 
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domestic industry changed substantially, the outwork system showed a remarkable 

tenacity in its struggle with the factory system. The mechanization of spinning led to 

a short-lived boom in domestic weaving, and some domestic industries like tailoring, 

frame knitting, nail making, boot and shoe production, and tailoring remained domes¬ 

tic until well into the second half of the nineteenth century (Bythell, 1978). The wage 

rate in these sweated trades was very low. Since domestic industry was open to 

anybody, it set the lower bound on the opportunity cost of labor. True, the wage rate 

in the modem sector was higher and rose faster than that in the traditional sector. 

Still, they were not independent of each other unless the labor market was subject to 

extreme segmentation. Thus the growing modern sector produced its own labor force, 

and while real wages ultimately could not be kept down, the slowness of their rise in 

spite of rapidly increasing labor productivity has to be seen as part of the interaction 

of the modern and the traditional sectors.51 This sheds an important light on the role 

of cottage industry prior to the Industrial Revolution. The pre-existence of cottage 

industries was neither a necessary nor a sufficient condition for the modernization of 

industry (Coleman, 1983). But as Jones (1968) and others have noted, cottage indus¬ 

tries catering to distant markets tended to arise in areas where agriculture paid low 

wages. These were not necessarily areas in which agriculture was backward. In the 

English Midlands the heavy soils were not suitable to the new husbandry based on 

mixed farming and stall-fed livestock. This left these regions at a comparative disad¬ 

vantage in agricultural production, and they increasingly specialized in non- 

agricultural goods. In other areas cottage industries emerged because high popu- 

lation/land ratios reduced average farm size. 

While the transition from domestic industry to modern industry was at times diffi¬ 

cult and varied from region to region, the conclusion that the former was a positive 

factor in the establishment of the latter has been widely accepted.52 A number of fac¬ 

tors have been proposed as possible explanations of this nexus, including the supply of 

entrepreneurship by the domestic system, the pre-existence of skills, and technologi¬ 

cal bottlenecks within the domestic sector which led to further innovations. Some of 

these, like the flying shuttle, increased the productivity of domestic workers.' Others, 

like the power loom, were feasible only in a factory setting. Here, too, more detailed 

research is needed. 

It is thus misleading to view the Industrial Revolution solely as the transition of 

labor from rural and agricultural occupations to urban and industrial occupations. 

The critical event was not the creation of an industrial labor force as such, but its 

transformation. In the domestic system workers toiled at their homes, but they were 

usually only part-time industrial workers, cultivating small plots and hiring them¬ 

selves out as seasonal wage workers during harvest time. In the modern sector the 

existence of a large fixed investment implied that part-time operation was uneconom¬ 

ical. In addition to discipline, therefore, there was a need for regularity. The factory 

worker lost his freedom to allocate his time as he wished: either he wholly submitted 

to the requirements of the employers and worked the days and hours prescribed by 

the mill owner, or he did not work. Although cottage industry in various forms sup¬ 

plied a portion of the labor force needed by the Industrial Revolution (Redford, 1964, 

p. 41; Bythell, 1969, pp. 257—263), there were workers, especially in rural areas, who 

hesitated to make the great leap. Only their sons and daughters realized the hope¬ 

lessness of the situation and moved (Redford, 1964, p. 186; Lyons, 1979). 
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In Ireland, where the collapse of domestic industry in the 1830s was swift and bru¬ 

tal, migration of workers to England and Scotland was widespread (Collins, 1981), 

and these immigrants were an important supplement to the British labor force during 

the Industrial Revolution (Redford, 1964, pp. 132-64). As Pollard (1978, p. 113) puts 

it: “[Irish emigrants] were, in many aspects, the mobile shock troops of the Industrial 

Revolution, whose role consisted in allowing the key areas to grow without distorting 

the labour market unduly.” Whether Ireland actually functioned as a reservoir of 

cheap labor, as Pollard suggests, remains to be seen, but it may be no coincidence 

that the destruction of the Irish laboring classes in the Great Hunger also marks the 

beginning of an unprecedented rise in real wages in Britain. 

Besides the question of the reallocation of labor from the traditional to the modem 

sector, there are many other loose ends in the area of labor supply during the Indus¬ 

trial Revolution. One question is what happened to participation rates. We have no 

clue about these rates for the eighteenth century, and scholars have used population 

growth rates as a proxy for labor force growth rates. After 1801 the census provides 

figures for total occupied population which allow us to compute some very approxi¬ 

mate participation rates. For what they are worth, the participation rate shows an 

initial decline from 1801 to 1831 and then rises until 1851 (Deane and Cole, 1969, 

pp. 8, 143). These changes are small and reflect primarily the changing age structure 

and measurement error.53 The concept of a participation rate is perhaps something of 

an anachronism, as it requires a worker to be able to declare himself as either being in 

the labor force or not. In a society in which a large if declining percentage of the 

labor force was economically active in households (farms or workshops) this might not 

be simple to do even if we had better data. It is thought that the Industrial Revolu¬ 

tion mobilized a large part of its labor force by turning part-time workers into full¬ 

time workers and transferring workers from “disguised unemployment” to regular 

work, (Pollard, 1978). Recent work has revived the interest in children as a strategic 

source of labor during the critical stages of the Industrial Revolution (Nardinelli, 

1980; Crane, 1983). 

Changes in the amount of labor performed per worker were possibly of greater 

importance to the labor supply than changes in participation rates. It is also a vari¬ 

able on which aggregate information is the hardest to come by. Labor input per 

worker could increase by lengthening the laboring day and the number of days 

worked by an employed worker, and by a reduction in involuntary unemployment.54 

Did workers in 1830 work more than in 1760? This view is certainly part of the con¬ 

ventional wisdom. Pollard (1978, p. 162) has no doubt that this is the main explana¬ 

tion of the rise of family income before 1850. Jones (1974, pp. 116-17) and Freuden- 

berger (1974, pp. 307-20) are equally clear that workers toiled longer hours during 

the Industrial Revolution. This account sounds plausible enough, but can it be sus¬ 

tained by evidence? We simply do not know with any precision how many hours 

were worked in Britain before the Industrial Revolution, in either agricultural or 

non-agricultural occupations. Most workers in the traditional economy started the 

week slowly, then picked up steam as the weekend approached, often working very 

long days toward the end of the week (Thompson, 1967, p. 50; Hopkins, 1982, p. 61). 

The decline of St. Monday (Reid, 1976) may therefore have been less of a net 

increase of the working week than a rearrangment to distribute the effort more 

evenly. McKendrick (1974) has derided the idea that longer hours explain higher 
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incomes labeling it a “prelapsarian myth of the golden past”, and asserted that 

premodem labor was ‘grinding toil”, as bad as factory labor but less remunerative. It 

is easy to document many cases of long and hard hours in cottage industries, and days 

of 14 to 16 hours were common (Rule, 1983, pp. 57-61). It is not clear, however, how 

common such long days were, and to what extent they did not make up for the cus¬ 

tomary long weekend or for unusually low wage rates. Much of our information 

comes from nineteenth-century sources, which may be biased because economic con¬ 

ditions were deteriorating for cottage industry. If labor supply curves were down¬ 

ward sloping, as is widely believed, the declining wage rates in domestic industry in 

the nineteenth century led to longer working days. Still, the idyllic picture drawn by 

some (Thompson, 1967; Medick, 1981) of working conditions in domestic industry in 

the eighteenth century is probably unrepresentative of premodern labor conditions. 

One reason the comparison of factory to domestic work may yield misleading con¬ 

clusions is that the representative industry discussed for the nineteenth century is 

often the textile industry, and especially cotton spinning. The laboring days of work¬ 

ers in the cotton mills before the mid-1840s were long even by the standards of the 

time. The labor day was extended by as much as two hours, the number of weekly 

days was set at six, resulting in working weeks of 76 hours, compared to about 

60 hours in most other industries. Official holidays were few, and unofficial leaves 

had to be made up with overtime (Bienefeld, 1972, pp. 30-49). In mines, too, labor 

hours were increased during the Industrial Revolution. These extensions were, how¬ 

ever, far from universal. A recent study of Birmingham and the Black Country has 

found no evidence of longer working hours, and the traditional work-day of 12 hours 

including meals remained the most common practice (Hopkins, 1982). Only a small 

proportion of the labor force was actually employed in Satanic Mills or mines by 

1840: most British workers were still employed in agriculture, domestic service, con¬ 

struction, and small workshops, where employments work habits changed very little. 

Another possible source of labor was the reduction of involuntary unemployment. 

On the one hand, the amplitude of business fluctuations gradually increased after 

1760, and as slumps became more severe, short-time and layoffs became more com¬ 

mon. On the other hand, improved transportation and communication allowed a 

more efficient organization of the economy, thus reducing the problem of seasonal 

unemployment. The notion of large reserves of unemployed workers awaiting a rise 

in labor demand is quite ahistorical. Whatever the Industrial Revolution was, it was 

not a “secular boom” which increased aggregate demand along long-run Keynesian 

lines. Of more interest is the question to what extent modernization reduced the mul¬ 

titudes of unemployables: vagrants, beggars, prostitutes, and other persons on the 

fringes of society. A glance at Mayhew’s description of London in the late 1840s suf¬ 

fices to warn us that the Industrial Revolution did not eliminate these people and 

possibly increased their proportion of Britain’s population during the period. 

The role of capital is not less controversial than that of labor. Recent work has 

concentrated on the speed at which capital accumulated, as well as on changes in its 

composition and on the sources of its supply. Our knowledge has been increased on 

the first of these issues by Feinstein (1978) who has created a data base to investigate 

the quantitative aspects of capital formation in this period. Feinstein’s data permit us 

to test two hypotheses which have dominated the literature on capital in the Indus¬ 

trial Revolution. One hypothesis is the Lewis-Rostow claim that the investment ratio 
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doubled during the Industrial Revolution. The other is the Hicks-Ranis-Fei view that 
the truly fundamental change was the shift from predominantly circulating to fixed 
capital. Both hypotheses have been criticized vigorously, and we are now in a posi¬ 
tion to assess these criticisms.55 Feinstein’s data imply that the contemptuous dismis¬ 
sal of Rostow’s hypothesis was premature. The ratio of total gross investment as a pro¬ 
portion of GDP rose from 8 percent in 1761-70 to 14 percent in 1791-1800, and 
after a temporary set-back in 1801—11 returned to 14 percent for the half-century 
after 1811 (Feinstein, 1978, p. 91). More recently, Crafts (1983) has revised Feinstein’s 
estimates, criticizing in particular the price deflators that Feinstein used. Crafts’s fig¬ 
ures still show a doubling of the investment ratio from 5.7 percent in 1760 to 
11.7 percent in 1830, which reproduces the Lewis-Rostow prediction of its doubling 
with dead accuracy, though somewhat more gradually than Rostow thought, which is 
hardly surprising in view of the highly aggregative nature of this ratio. As to the 
other hypothesis, fixed capital rose from 30 percent of national wealth to 50 percent 
between 1760 and 1860, while the corresponding ratio of circulating capital declined 
mildly from 11 percent to below 10 percent. In industry and commerce the ratio of 
total circulating to total fixed capital fell from 1.2 in 1760 to .39 in 1830 and .30 in 
1860 (Feinstein, 1978, p. 88). The absolute amount of circulating capital increased as 
well during the Industrial Revolution, but its growth was dwarfed by the rise in fixed 
capital. In this sense, then, the Hicks-Ranis-Fei view is corroborated. The economic 
reasons for the change in the composition of capital have not been fully specified. 
Improved transportation, communications, and distribution reduced the need to hold 
large inventories of raw materials, fuel, and finished products. There are well- 
understood economies of scale in the holding of inventories and cash, so that it is 
clear that larger firms needed less circulating capital per unit of output than domestic 
industry. This may have been partially offset by the requirements of new inputs such 
as fuel and spare parts. A second factor in the relative decline of circulating capital is 
the decline of output prices due to productivity growth, which reduced the value of 
goods in progress and raw materials relative to that of buildings and equipment. 

Oddly enough, Feinstein’s estimates also seemingly imply that capital formation 
was a comparatively minor factor in the Industrial Revolution. His computation of 
the “residual” (Feinstein, 1981, p. 141) implies that the rate of growth of output per 
worker was about 0.9 percent per annum of which only 0.2 percent was attributable 
to capital accumulation and 0.7 percent to productivity increase. For the period 
1760-1830 the contribution of capital was almost nil. Feinstein himself wisely rejects 
this interpretation, and points to the importance of capital as the “carrier” of techni¬ 
cal progress. One can also quibble about the procedures which Feinstein employs to 
arrive at his residual, such as the lumping of capital with land, which tends to bias the 
contribution of capital downward.56 Still, the apparent dominance of invention over 
abstention suggested by total factor productivity analysis stands out as one of the 
most striking findings of the New Economic History. 

Regarding the supply of capital, little work has been carried out since Crouzet 
(1965, 1972). The smallness of the modem sector relative to the entire British econ¬ 
omy meant that its demand for loanable funds did not loom large relative to the needs 
of the economy. The Industrial Revolution did not crowd out much investment in 
agriculture or commerce, although private investment (including capital accumula¬ 
tion in the modem sector) was crowded out as a whole during the Napoleonic Wars 
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(Mokyr and Savin, 1976; Williamson, 1984). Dealing with the supply of savings on an 

aggregate level, however, is even more misleading than an aggregate analysis of labor 

markets. Such an analysis assumes the existence of “a” capital market which allocated 

funds to competing users, presumably on the basis of an expected rate of return and 

riskiness. There were capital markets in Britain during the Industrial Revolution, and 

it is important not to neglect them. Certain developments, especially the growth of 

transport networks, would have been slowed down considerably and possibly aborted, 

had it not been for capital markets. In the early stages of the Industrial Revolution, 

however, they played a secondary role in the process and certainly were far removed 

from the naive well-functioning market which allocates resources efficiently in neo¬ 

classical growth models. 

The capital needs of the modem sector during the Industrial Revolution were met 

from three sources. First, internal sources in which the investor borrowed, so to 

speak, from himself using his private wealth (or that of his family) for start-up, and 

plowing his profits back into the firm. Second, there were informal or “personal” 

capital markets in which borrowers turned to funds from friends, relatives, or 

partners. Third, there was the formal capital market (banks, insurance companies, 

stock markets), in which the borrower and the lender did not meet and in which 

financial institutions fulfilled their classic functions of intermediating between 

lenders and borrowers, concentrating information, and diversifying portfolios. The 

questions to be faced are how important were these three forms of finance in the 

Industrial Revolution, and how can we explain this complex and seemingly inefficient 

mechanism. Students of the Industrial Revolution agree that most industrial fixed 

capital originated from internal finance. Crouzet (1965) concludes that “the capital 

which made possible the creation of large scale ‘factory’ industries came . .. mainly 

from industry itself. .. the simple answer to this question how industrial expansion 

was financed is the overwhelming predominance of self-finance . . . this fact is so 

obvious as to be almost a cliche (ibid., pp. 172, 188).” In a later paper he qualified this 

conclusion somewhat but insisted that it remained “broadly valid” (Crouzet, 1972, 

p. 44).57 The pure reinvestment model has certain interesting implications. One, in 

its extreme form, is something of a paradox, since if capital produces more capital, at 

inception “some capital had to exist in the first place” (Mathias, 1969, p. 149). While 

some curious mechanisms have been proposed to solve this problem such as the 

Williams (1944) thesis, which attributed the “original accumulation” to profits gen¬ 

erated in the slave trade, the difficulty seems a bit overstated, since in the early stages 

of the Industrial Revolution the fixed-cost requirements to set up a minimum-sized 

firm were modest and could be financed from profits accumulated at the artisan level 

(Crouzet, 1965, p. 165). As technology became more sophisticated after 1830, the ini¬ 

tial outlays increased, and it became increasingly difficult to rely on internal finance 

to start a business. For existing firms, retained profits remained usually central to the 

accumulation of capital. 

The second source, the informal capital market, can easily be illustrated with 

examples, but it is not known how important this form of finance was relative to 

other sources. Capital, as Postan (1935) has pointed out, was still a very personal 

thing, which most people wanted to keep under control. If one was to lend it out, it 

was only to an intimate acquaintance or to the government. Even partnerships, which 

were frequently resorted to in order to avoid the costly road of forming a joint-stock 
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company, were usually closely tied to family firms, and the taking in of strangers as 

sleeping partners merely for the sake of getting access to their wealth was rare (Hea¬ 

ton, 1937, p. 89). This caution slowly dissipated during the Industrial Revolution, but 

it was still very much a part of British society in 1800. Many of the most famous char¬ 

acters in the Industrial Revolution had to resort to personal connections to mobilize 

funds. Richard Arkwright got his first loan from a publican friend, and James Watt 

borrowed funds from, among other, his friend and mentor, Dr. Joseph Black. While 

the phenomenon was thus widespread (Mathias, 1969, pp. 150, 162—63; Crouzet, 

1965, p. 184), personal loans are more of interest as a symptom of how the system 

operated than as a major channel through which funds were mobilized. As the 

modem sector grew, intrasectoral flows of funds between firms became more impor¬ 

tant, usually within the same industry. Insofar as these mechanisms only reallocated 

funds among different industries in the modem sector, the upper bound that the rate 

of profit imposed on the rate of accumulation did not disappear. Instead of constrain¬ 

ing the individual firm, the supply of funds now constrained the modem sector as a 

whole. 

The formal credit market operated primarily through merchants, wholesalers, and 

banks. The consensus on the role of the banks is that, with some exceptions, they 

rarely figured in the financing of long-term investment. Their importance was mainly 

in satisfying the need for working capital, primarily by discounting short-term bills 

and providing overdrafts (Flinn, 1966, p. 53; Pressnell, 1956, p. 326). Pollard has 

made a case for the re-examination of the importance of the banks on these grounds. 

Given that banks provided much short-term credit, firms short of capital could use all 

their internal funds on fixed investment (Pollard, 1964, p. 155; Crouzet, 1965, p. 193). 

Pollard, however, assumed that fixed capital grew at a rate much lower than implied 

by Feinstein’s figures. His own earlier estimates imply a rate of growth of fixed capi¬ 

tal of 2.5 percent per annum, whereas Feinstein’s fixed capital estimates grew at 4.2 

percent per annum. In manufacturing and trade the discrepancy is larger: according 

to Feinstein, fixed investment grew at 7.7 percent per annum, as opposed to Pollard’s 

3.4 percent between 1770 and 1815. Thus, financial constraints on capital accumula¬ 

tion were more stringent than Pollard presumed. Moreover, as industrial output 

increased, the demand for circulating capital increased, too. Feinstein shows that 

between 1760 and 1830 fixed capital in industry and commerce increased from 5 per¬ 

cent of domestic reproducible capital to 18 percent, while circulating capital in 

industry and commerce increased from 6 percent to 7 percent in the same period. 

Was the activity of banks enough to finance an increase of 164 percent over 70 years 

in working capital? Cottrell (1980, p. 33) has concluded cautiously that there are 

indications that industrial growth before 1870 may have been blunted by shortages of 

circulating capital. A study by Honeyman (1983, pp. 167-68) maintains that small 

businessmen found banks unreliable, and that even for circulating capital kinship and 

friendship groups were preferred. The difficulty in obtaining funds led to the selec¬ 

tive weeding of the industry of entrepreneurs of humble origins who did not have 

access to these informal sources of funding and thus failed to survive crises during 

which working capital was hard to obtain. From a different point of view, Cottrell 

has speculated that short-lived firms had better access to formal capital markets than 

firms that survived. The sharp fluctuations in the financial sector dragged into bank¬ 

ruptcy many industrial firms, and this effect may result in an under-estimate of the 
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true importance of the plow-back of profit, as a source of investment, because the 

firms which left records would tend to be less dependent on external finance 

(Cottrell, 1980, pp. 35, 253-55). Yet it remains to be seen whether enough evidence 

can be produced to jeopardize the widely held belief in the predominance of internal 

financing in this period. Thus capital scarcity and biases in the capital markets were 

possible factors in slowing down the rate of accumulation and in limiting social 

mobility. In spite of these qualifications, it is still true that if credit markets had not 

existed at all, the accumulation of fixed capital would have been somewhat slower, 

though the rehabilitation of the banking system does not go far enough to allot it a 

truly strategic role in the Industrial Revolution.58 

To what extent can economic theory explain this complex picture and assess its 

consequence? The limited willingness of commercial banks to finance long-run pro¬ 

jects is understandable. Banks needed their assets in liquid form to be able to pay 

depositors on demand since there was no lender of last resort.59 Yet this constraint 

was merely a result of the nature of commercial banks. Investment banks and other 

forms of financial intermediaries did not have to maintain such liquid portfolios. Why 

such institutions were relatively unimportant in Britain is still an unanswered ques¬ 

tion. 

Indeed, for an economist, the prevalence of self-finance presents something of a 

puzzle. The use of retained profits to finance expansion in the United States today is 

explained by the double incidence of the corporate income tax. But its importance 

during the Industrial Revolution suggests that there is a deeper reason for the 

phenomenon as well. In an age in which fewer and fewer persons produced their own 

food and built their own houses and fewer and fewer worked for themselves, why 

should the most advanced segment of the economy be self-sufficient in capital to such 

an extent? As it happens, most theoretical recent work carried out seems little con¬ 

cerned with imperfections in the capital market. The modern theory of finance and 

its proudest product, the capital asset pricing model, essentially exclude any intelli¬ 

gent discussion of situations in which the expansion of a firm is constrained by limited 

access to finance, and in which rates of return are not equalized among firms. In ear¬ 

lier theoretical work such as Hicks (1946) and Scitovsky (1971) firms were perceived to 

face upward sloping supply curves of loanable funds. These models were not pursued, 

however and their microeconomic foundations were never quite made clear. 

Recently, Mayshar (1983a, 1983b) has taken up this problem again. Mayshar’s point 

is that it is not risk per se which causes real-world capital markets to deviate from the 

theoretical constructs, but divergences of opinions among potential lenders with 

respect to the rate of return. Such divergences would of course gradually disappear 

in a stationary world in which no new information was created. But in a world of 

rapid technological change, shifting demand patterns, and a changing political 

environment, they were not only possible, but in fact inevitable. Thus rapidly chang¬ 

ing conditions during the Industrial Revolution effectively precluded the efficient 

operation of capital markets. Only after the rate of change slowed down somewhat 

after 1830, could capital markets become more important. Mayshar shows that under 

certain assumptions the rate of divergence of expectations among potential investors 

is positively correlated with the rate of interest that the borrower has to pay. More¬ 

over, the capacity of the firm to borrow is, up to a point, independent of the charac¬ 

teristics of the contemplated investment projects. Mayshar pictures savers as forming 
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concentric circles around the entrepreneur, with his own funds in the center and 

those closest to him (friends and relatives) being most likely to lend to him. The 

farther one gets from the center, the more the expectations tend to diverge from the 

entrepreneur and the higher the rate of interest that he has to pay. 

How important to the course of the Industrial Revolution were the failings of the 

capital market? Crouzet has concluded that 

the eighteenth century capital market seems, to twentieth century eyes, badly 

organized, but the creators of modem industry do not seem to have suffered too 

much from its imperfection . . . English industry, compared with that of the 

Continent, seems to have overflowed with capital [Crouzet, 1965, pp. 187—88]. 

This conclusion may be ripe for some re-examination. First, while the comparison 

with the Continent is probably accurate on the whole, there were important excep¬ 

tions (Mokyr, 1975). On the Continent, too, self-finance was the norm, and it is not 

quite clear whether England was so much better supplied with capital than, say, Bel¬ 

gium. Moreover, the question should be whether the Industrial Revolution in Britain 

would have occurred faster and more efficiently if financial constraints had been less 

stringent. Given that the modem sector was at first rather small compared with the 

rest of the economy, the capital market’s imperfection meant that from the outset the 

rate of profit set a ceiling on the rate of accumulation. The existence of some capital 

markets does not necessarily refute this argument. If these markets channeled savings 

from one firm to another in the modern sector, the constraint on the modern sector 

remained in force, and fixed capital had to grow by pulling itself up by the 

bootstraps. Postan put it well in his classic article: 

By the beginning of the eighteenth century there were enough rich people in 

the country to finance an economic effort far in excess of the modest activities 

of the leaders of the Industrial Revolution . . . what was inadequate was not the 

quantity of stored-up wealth but its behaviour. The reservoirs of savings were 

full enough, but conduits to connect them to the wheels of industry were few 

and meagre [Postan, 1935, p. 71].60 

The Consequences: The Standard of Living Debate 

Between 1760 and 1830 four events profoundly affected economic life in Great Bri¬ 

tain: the string of poor harvests which occurred between the middle of the eighteenth 

century and the end of the Napoleonic Wars; the state of war in which Britain found 

itself during most of this period; the resumption and then acceleration of population 

growth after the middle of the eighteenth century; and the combination of technolog¬ 

ical change, capital accumulation, sectoral shifts, and related changes which we com¬ 

monly refer to as the Industrial Revolution. Of these four, the first three tended to 

depress standards of living. Poor harvests raised the price of food and reduced real 

incomes. The wars reinforced nature’s punishments. Especially during the 

Napoleonic Wars British living standards were depressed because the country had 

difficulty making up food deficits as wars and blockades reduced Britain’s export 

earnings and foreign exchange scarcities limited food imports. Higher taxes reduced 
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disposable income even more, and the continuous shocks and dislocations caused by 

the wars threw the economy into a succession of slumps which slowed down indus¬ 

trial growth and created unemployment in the new industrial centers in the midst of 

continuous inflation (Mokyr and Savin, 1976). As far as the effect of population 

growth on per capita income is concerned, the economist’s first intuition is to appeal 

to the law of diminishing returns. In the present context, diminishing returns simply 

means that when population grows, living standards will be lower than they would 

have been in its absence, unless some very unusual conditions obtain.61 

If we are to assess the effect of the Industrial Revolution, we must somehow “net 

out the effects of the other events. As von Tunzelmann points out (essay 10 below), 

following Hartwell and Engerman (1975), there are two debates. One, the “factual 

debate,” is about what actually happened: what was the trend in living standards 

between 1760 and 1850? The other, the “counterfactual debate” concerns what 

might have happened in the absence of the Industrial Revolution, considers its effect 

in isolation from those of extraneous events. The factual debate is biased against the 

pessimists in the sense that it is difficult to prove that the Industrial Revolution 

caused standards of living to decline. The reason for the bias is that the three other 

effects affecting the economy before 1815 all operated to hurt it. Thus a finding of 

falling living standards between 1760 and 1815 would not be proof of the negative 

effects of the Industrial Revolution, whereas a rise could only be attributed to it. The 

critical period for the standard of living debate is therefore after 1815 or 1820. At 

that point the wars and the harvest failures were over and, while population contin¬ 

ued to grow, the crude rate of natural increase peaked in 1822 and the dependency 

rate in 1826. Moreover, by that time the relative size of the modern sector was large 

enough to affect the economy at large. 

It is therefore particularly noteworthy that the New Economic History has reached 

something of a consensus on the actual course of living standards after Waterloo. Lin- 

dert and Williamson (essay 9 below) show that real wages start to rise substantially 

after 1819 whereas they made little progress between 1760 and 1819. Similarly, Fein- 

stein (1981) has estimated that real private consumption per capita which had 

increased negligibly until the 1810s, rose from £11.3 in 1811-20 to 14.6 in 1821-30 

and 17.9 in 1831—40 (p. 136). Crafts (1983, p. 198) has revised these numbers some¬ 

what, but nevertheless joins Feinstein in his conclusion that after 1820 a marked pro¬ 

gress in the standard of living is undeniable. The differences between these estimates 

are mostly in the dating of the rise in living standards. Craft’s computations suggest 

that the improvement was more evenly spread over the period 1780-1851, with the 

improvement after 1819 being less of a sudden leap upward than earlier computa¬ 

tions suggest. The differences stem primarily from differences in the weighting of the 

various commodities in the price index used to deflate the nominal wage series. 

Whether these findings are definitive remains to be seen. One interesting issue 

raised (but not pursued) by Taylor (1975, pp. xxix-xxxi) is the evidence of consump¬ 

tion per capita of some key commodities. There are annual series for the consump¬ 

tion of some imported consumer goods such as sugar, tea, and tobacco. These series 

show no secular rise before the mid 1840s. For instance, sugar consumption, accord¬ 

ing to Taylor’s figures, averaged 18.12 lbs. per capita in 1800-09, 17.83 in 1820-29, 

and 18.45 in 1840—49, and then leapt to 30.30 lbs. in the 1850s and 68.09 in the 1870s. 
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The stability before 1850 is not necessarily inconsistent with a rise in living standards 

after 1819 (since relative prices or tastes may have changed), but doubt lingers over 

whether the rise in living standards after 1820 may not be somewhat overstated62 

The reason why the factual debate is so difficult to resolve, aside from the metho¬ 

dological difficulties, is the ambiguity of the reference group. On one hand, aggre¬ 

gate income or consumption statistics are inadequate because the reference group is 

too large and information about the distribution of income is required before we can 

infer anything about the standard of living. On the other hand, the real wage series 

reflect the living standards of a reference group which is too small, because it omits 

large “silent” groups of self-employed craftsmen, outworkers, and Mayhew’s lumpen- 

proletariat whose living standards may have moved in opposite directions.63 The 

appropriate reference group shoud be the bottom 80 or 85 percent of the income dis¬ 

tribution, whether they were self-employed, wage laborers or outside the labor force. 

In spite of much recent progress, some unsettled questions in the factual debate 

remain. 

What happened to the distribution of income in Great Britain during the Industrial 

Revolution? Following the conjectures of Kuznets (1966, p. 217) it has been thought 

that in the first stages of growth the distribution of income, on balance, became more 

unequal, but that at a later stage this trend was reversed. Lee Soltow (1968) has com¬ 

puted British income inequality and found that inequality in 1867 was about the same 

as in 1801—03. More recent research has found more support for the Kuznets 

hypothesis. Lindert and Williamson (1983b) have revised Soltow’s data and have 

estimated the Gini coefficients to be around .49 in 1759, .52 in 1801—03 and .55 in 

1867. As they point out (ibid., p. 100), the trends they discern confirm Kuznets’s 

hypothesis. Williamson (1980) has examined the inequality trends in the earnings of 

adult male workers. He found a sharp increase in inequality in a relatively short 

period (1827-1851). The Gini coefficient estimated by Williamson rose from .293 to 

.358, and the share of the 10 percent best-paid workers increased from 27.9 percent to 

34.3 percent. Moreover, Williamson had to assume inter-occupational stability for 

most workers in this comparison, so that these estimates still underestimate the 

increase in inequality. 

All the same, a worsening of income distribution can only go so far in explaining 

the slow rise in living standards. If income per capita rose at a rapid rate, a constant 

income of the lower 80 percent would imply a rapidly falling share of the poor. This 

logic is behind O’Brien and Engerman’s (1981, p. 174) conclusion that even if income 

distribution had become considerably more unequal in the first half of the nineteenth 

century, it is impossible for the worsening to have been so severe as to exclude the 

bottom 80 percent of the income earners from the benefits of growth. O’Brien and 

Engerman assume that the bottom 83 percent of income earners in 1850 received 

41.3 percent of income. Since income per capita, according to them, grew by “about 

1.2 per annum” (so that 50 years before it would have been only 54.9 percent of its 

1850 level), the poor’s share in 1800 should have been 41.3 percent of 54.9 percent, or 

about 75.2 percent of total income. This being patently absurd, the entire possibility 

of a worsening income distribution affecting the standard of living debate is 

dismissed. Unfortunately, O’Brien and Engerman’s facts are not quite as good as their 

logic: the critical assumption of a rise of 1.2 percent in real income per capita is 

weak. Presumably it was derived from Deane and Cole’s table 72 (1969, p. 282), 
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which implies precisely that rate of increase in national product per capita. With the 

general revision of Deane and Cole’s figures, that estimate too has become a casualty. 

Crafts (1983) reduces the per capita national product growth rate to 0.52 percent per 

annum for the period 1801-31. Assuming that the Deane and Cole estimate for 

51 is closer to the mark than that for 1801—31, income per capita for the entire 

half-century 1800-50 grew at about .7 percent per annum. At those rates the share of 

the bottom 83 percent that O Brien and Engerman examine would have been about 

58 percent of national income in 1800, which, while high, is not “inconceivable,” as 

they term it. According to Lindert and Williamson’s recent estimates, the share of 

the bottom 90 percent in income fell from 54.6 percent (1801-03) to 47.3 percent in 

1867. If inequality peaked around 1850 (after which year two decades of undisputed 

rises in real wages occurred), the sharpening of inequality may indeed have been a 

more powerful factor than O Brien and Engerman give it credit for.65 

A somewhat different approach to the issue of the standard of living and the distri¬ 

bution of income is taken by Church (1980). Church is concerned primarily with busi¬ 

ness, not with consumers, but his work is pertinent to the standard of living debate. 

Church maintains that the first stage of the Industrial Revolution, which came to an 

end at around 1825, was characterized by feverish innovation and disequilibrium. As 

economic theory suggests, disequilibria created unprecedented opportunities to earn 

high profits. As the rate of innovation slowed down after 1825, the economy began to 

resemble more and more the standard textbook economic model, in which relentless 

competition eroded all “supernormal” profits and quasi-rents. This finding is of 

course consistent with the Lindert and Williamson finding of rising real wages, 

because declining entrepreneurial profits meant higher wages and lower prices for 

consumer goods. Because entrepreneurial profits are rarely observed directly, testing 

the Church thesis is difficult. An indirect and rather crude way to examine it is by 

confronting it with Feinstein’s (1978) data on capital formation. Such a confrontation 

(Mokyr, 1982) yields mixed results. First, if we believe that there is a strong correla¬ 

tion between the rate of profit and the rate of capital formation, Feinstein’s figures 

raise a difficulty for the Church thesis. The rate of growth of fixed capital accelerated 

during the Industrial Revolution, from 1.0 percent per annum in 1761-1800 to 

1.6 percent per annum in 1801-30 and 2.3 percent in 1831-60. If, as Church sug¬ 

gests, the rate of profit may have fallen in 1830-60 to half its previous level, the rein¬ 

vestment propensity of capitalists must have tripled, or the functional relation 

between the rate of accumulation and the rate of profit changed dramatically. A third 

of the growth of fixed capital after 1830 was in transport, which relied heavily on 

capital markets, so that such a shift is not wholly inconceivable, but still seems rather 

unlikely. An alternative way of testing the Church thesis is to compute the change in 

the incremental capital-output ratio. The heroic assumption behind this computation 

is that the marginal product of capital, which is approximately the reciprocal of the 

incremental capital-output ratio, is a rough proxy to the profit rate. If we compare 

the period 1800—1860 to 1760-1800, Feinstein’s figures imply an annual rise of 

1.4 percent in the marginal product of capital, but a comparison of 1830-60 to 

1800-30 shows a decline of .66 percent per year. However, Feinstein uses Deane and 

Cole’s estimates of output growth, which are 2.8 percent per annum for 1800-30. If 

we accept Crafts’s revisions downward of that figure to about 2 percent per annum, 

the conclusion is reversed, and the marginal product of capital was rising by .47 per- 
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cent per annum between 1800—30 and 1830—60, contrary to what Church implies.66 

At this stage we have to conclude that the evidence for sharply declining profit rates 

and rising wages before the middle of the century is still too weak to be wholly con¬ 

vincing. 

The factual debate is complicated by the insistence of the pessimists that certain 

nonpecuniary variables ought to be considered. Economists cannot object to this 

demand on a priori grounds: the debate is, presumably,' about economic welfare or 

utility, and real income measures economic welfare with accuracy only if all markets 

are complete, i.e., if all goods which convey economic welfare are traded in the 

market. Four types of variables have been discussed in this literature: leisure, educa¬ 

tion, health, and environment. In some modern industries, especially textiles, the 

consumption of leisure of workers in 1830 was reduced compared with corresponding 

workers in 1760. Moreover, the factory system and its regularity of working hours 

reduced the worker’s freedom to control his time allocation as he or she pleased. To 

the extent that the preferred allocation differed from the one imposed by the mill- 

owner, there was some loss in economic welfare. It should be emphasized, however, 

that until the middle of the nineteenth century, the number of individuals affected by 

these trends was comparatively small, and that whatever increase in working hours 

had occurred was offset by the decline in working hours in the second half of the cen¬ 

tury. As far as education is concerned, there seems to be little dispute that literacy 

increased between 1760 and 1840, but it would be rash to view that as strong support 

for an improvement in welfare. If literacy were purely a consumer good and its 

increase reflected higher incomes, it could serve as a counterexample to the stability 

in the consumption of sugar and similar products. But insofar as literacy was desired 

because it was regarded as a key to higher earning in the future, or because it was 

required by one’s employer, the connection between rising literacy rates and 

economic welfare requires further exploration. 

It is also sometimes maintained that the Industrial Revolution was responsible for a 

decline in health. Once more, it is difficult to disentangle the effects of the Industrial 

Revolution from those of other, unrelated, events.67 To complicate matters further, 

the Industrial Revolution was accompanied by urbanization, and cities were notori¬ 

ously unhealthy. It is possible that both countryside and cities were becoming 

healthier places to live in, but because people moved from the former to the latter, 

the aggregate may .well show stability or even deterioration. The evidence on the 

question of health is ambiguous. Wrigley and Schofield (1981, p. 529) present calcula¬ 

tions according to which life expectancy at birth gradually crept upwards from 34.6 

years in the 1760s to 37.7 in the 1810s and 39.6 in the 1820s. For the next half cen¬ 

tury, it remained at about 40 years. Their data do not lend themselves to compute 

infant mortality rates, generally a good guide to the quality of life. The family recon¬ 

stitution studies summarized by Flinn (1981, p. 92) show a clear-cut decline from 187 

infant deaths per 1000 live births before 1750 to 161 in 1740-90, and 122 in 

1780-1820. On the other hand, the infant mortality rates reported by the Registrar 

General’s Annual Report, which start in 1839 (reproduced in Mitchell and Deane, 

1971, p. 36) show that the rate was 153 in the 1840s, 154.5 in the 1850s, and 153 again 

in the 1860s. 

Controversy has been especially lively on the issue of the “disamenities” of urban 

factory life. The power of this argument extends into the real-wage debate. It is 
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argued that the quality of life in the squalid, crowded, noisy towns and the discipline 

and monotony of factory work represented a substantial decline in welfare compared 

to the life led by these individuals in the traditional rural or suburban environment. It 

was therefore necessary to pay workers a compensating differential for this loss, 

which took the form of higher wages. This implies that examining the trends of real 

wages alone involves some double-counting. Plausible enough, but is it true? And if 

true, was the effect of significant magnitude? Only in recent years have economists 

applied their tools to this question, generating not surprisingly more controversy 

(Williamson, 1981, 1982a). Williamson maintains that the compensating premium 

was only 7 to 13 percent of the wage, which would not seriously deflate the impres¬ 

sive gain in real wages which he claims took place after 1820. The debate between 

Williamson and Pollard in the Dec. 1981 issue of the Journal of Economic History 

highlights many of the problems in the economist’s approach to these issues: Were 

labor markets efficient? Were workers rational and well-informed? Were there sub¬ 

stantial costs in moving which prevented equalization at the margin? Williamson’s 

analysis certainly has some questionable—though inevitable—assumptions in it, but 

his main conclusion, that urban disainenities cannot negate the improvement in real 

wages which he and Lindert present below, is not seriously imperiled by Pollard’s cri¬ 

tique. All the same, few would disagree with his final concession that “the jury is still 

out on British capitalism’s trial (Williamson, 1982a, p. 238).” 

The factual debate has thus not been wholly settled. Oddly enough, the counter- 

factual debate has. There are no longer serious scholars who maintain that Great Bri¬ 

tain would have been better off without the Industrial Revolution, even if it is possi¬ 

ble (as von Tunzelmann points out in essay 10) that under a different set of policies 

living standards would have been even higher. Hartwell and Engerman (1975) point 

out that T.S. Ashton was the first to make a clear distinction between the factual and 

counterfactual issues. In spite of his obvious sympathy to the optimist case, Ashton 

(1948, p. 110) pointed out that the years 1760—1830 were “darkened by wars and 

made cheerless by dearth,” which is an elegant way of saying that the net effects of 

the Industrial Revolution on the standard of living were contaminated by the influ¬ 

ence of extraneous events. The counterfactual case can be proven in two ways. The 

first is to apply the methodology of the New Economic Historians, that is, to estimate 

approximately the effects of the various other forces affecting living standards, then 

recalculate the living standard series with the values of the disturbing variables set to 

their normal levels. The other test consists simply of looking at other economies 

which did not industrialize and assume, implicitly, that Britain’s fate would have 

been the same were it not for the Industrial Revolution. The latter approach is of 

course the one taken by Ashton in his famous final paragraph, in which he wrote of 

the men and women living in China and India, “plague-ridden and hungry” living 

execrable lives little better than animals, which is the fate of those who increased 

their numbers without going through an Industrial Revolution. One could choose 

examples closer to home: in 1845—46 the potato crop failed in Europe. In Ireland, 

where apart from a small enclave no serious industrialization had occurred, the Fam¬ 

ine brought unimagined horror. In Scotland, the industrial and sophisticated economy 

of the Lowlands was successful in organizing and paying for a relief program which 

prevented a similar event in the hard-hit Highlands (Smout, 1978, pp. 29-30). In the 

Low Countries, industrialized Belgium was better willing and able to save its starving 
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poor than the Netherlands, where the traditional structure of the economy had 

remained largely intact in the first half of the nineteenth century (Mokyr, 1980). In 

England, where potato consumption was much smaller, the resilience of the economy 

was not really tried in the 1840s. 

An Assessment 

Examining British economic history in the period 1760-1830 is a bit like studying the 

history of Jewish dissenters between 50 B.C. and 50 A.D. What we are looking at is the 

inception of something which was at first insignificant and even bizarre, but destined 

to change the life of every man and woman in the West, and strongly affect the lives 

of others even though the phenomenon remained confined primarily to Europe and 

its offshoots. 

The analogy should not be driven too far. But it is worth pointing out that 

economic development was not invented in Britain in 1760 any more than monothe¬ 

ism was invented by the early Christians. The beginnings of modernization can be 

traced to the sixteenth century and even earlier, and are not necessarily rooted in 

British soil. Moreover, economic growth properly speaking did not start in earnest 

before 1830. What is unique about the years of the Industrial Revolution is that a 

small segment of the economy began to expand and spread at an unprecedented rate, 

and eventually supplanted the traditional economy altogether. 

History did not repeat itself. The Industrial Revolution in the Continental 

economies differed in many ways from the British prototype. Each found its own 

path to the twentieth century, and judging other nations by criteria based on the Brit¬ 

ish experience may be misleading. Yet the industrialization of the European Con¬ 

tinent is unthinkable without the British example. All other countries were followers, 

borrowing and stealing British blueprints, emulating British techniques, relying on 

British engineers and advisors for assistance, watching Britain to decide where to go 

next. Britain, the pioneer, had to grope and find its way alone. 

For the Western world, therefore, the British Industrial Revolution remains of 

unique interest. Economists regard the history of the West between 1760 and 1914 as 

the textbook case of successful economic development. What ultimately matters most 

is the irreversibility of this development. Other cases of economic change based on 

technical progress and the widening of markets can be found in history, but they ulti¬ 

mately led to dead ends. The British Industrial Revolution, viewed from 1983, was 

irreversible. Britain’s position in the world may have weakened and its leadership 

lost, but it has remained an urban, sophisticated society, wealthy beyond the wildest 

dreams of the Briton of 1750. Britain taught Europe and Europe taught the world 

how the miracles of technology and efficient management can break the shackles of 

poverty and want. Once that lesson is learned, it is unlikely to be forgotten. The 

teaching process is yet far from complete, and the vigor and energy which astonished 

the world in the first half of the nineteenth century are long gone. But even if the 

center of the stage has been taken over by others, Britain’s place of honor in the his¬ 

tory books is assured: it will remain the Holy Land of Industrialism. 
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Notes 

1 Many colleagues commented on an earlier version of the manuscript, which led to major 

improvements in both style and substance. They are Louis Cain, Carolyn Crane, Stefano Fenoal- 

tea. Jack Goldstone, Jonathan Hughes, Eric L. Jones, Peter Lindert, John Lyons, Joram Mayshar, 

Donald N. McCloskey, Jacob Metzer, and Jeffrey Williamson. 

2 As is by now well-known, the first use of the term “Industrial Revolution” was made by the 

French economist Jerome Adolphe Blanqui (1798-1854) in his Histoire de Veconamie politique 

(1837, p. 389). One year later the term was used, probably independently by the Belgian journal¬ 

ist and publicist Natalis de Briavoinne (1838, Vol. I pp. 185ff.). A third landmark in the use of the 

term was the translation into English of the classic book of Paul Mantoux (1961, first English edi¬ 

tion 1928, first French ed. 1905). 

3 In a recent article Fores (1981) has surveyed the differences among scholars about the sub¬ 

ject. He documents the semantic confusions in the literature and concludes from those that the 

concepts of “industrial” and “revolution” have meant different things to different scholars. 

While this conclusion is undoubtedly correct, his suggestion to drop the use of the term alto¬ 

gether for that reason is not likely to find much support. Other conkepts in economic history- 

think of “capitalism”, “feudalism”, and “imperialism”—have been used in different ways by dif¬ 

ferent scholars, but it would be folly to abandon their use for that reason. 

4 The July 1961 issue of Past and Present presented the proceedings of a conference held to 

deal with these issues. R.M. Hartwell (1967, p. 5) laconically summarizes the outcome as “unsys¬ 

tematic and inconclusive, and did nothing to further understanding of the causes of the Industrial 

Revolution.” 

0 Some of these data have been around for many decades (e.g. the wage data collected by 

Bowley in the 1890s), others created more recently (Hoffmann, 1955; Gayer, Rostow, and 

Schwartz, 1953; Davis, 1978). Above all, the work which has provided the Cliometricians with 

both the ammunition and the targets to practice their trade has been Deane and Cole’s British 

Economic Growth, 1688-1959 (1969). Among the articles criticizing Deane and Cole’s interpre¬ 

tations while relying freely on the data base they created, are Crafts (1976, 1983), Williams 

(1966), and Hatton, Lyons, and Satchell (1983). 

6 For papers which utilized existing data see in addition to the papers reprinted below, espe¬ 

cially Blaug (1961), Harley (1982), and Von Tunzelmann (1978). Examples of new material are 

the article by Williamson and Lindert reprinted below and Feinstein (1978). 

7 Thus, for instance, one economist (Engerman, 1972) has debunked the myth that profits 

from the British slave trade were a causal factor in the Industrial Revolution. Similarly, O’Brien 

(1982) has reduced to quantitative dust the notion that the Industrial Revolution in Britain was 

the result of the parasitical exploitation of a non-European periphery by the European core. See 

also the exchange reprinted below between Crafts and Rostow. 

8 The following is inspired by Hartwell (1971, pp. 143-154), although the classification here 

differs considerably. 

9 The earlier view, proposed by Deane and Cole (1969) which dated the starting point of the 

Industrial Revolution to 1740 has been rejected by most other writers. 

10 The picture changes once we turn away from the “superstars” of Classical Political Econ¬ 

omy. In 1814, for instance, Patrick Colquhoun wrote about “the accumulation of property, 

extensive beyond all credibility and (during a war of unexampled expense) rapid in its growth 

beyond what the most sanguine mind could have conceived .. . the prosperity of the British 

nation has been rapid beyond all example, particularly within the last sixty years ” (Colquhoun, 

1815, p. 49). 

11 Some approximate idea of the differences between the two sectors can be obtained from 

comparing pre-1760 rates of output growth to those between 1760 and 1800. Real output in cot- 
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ton, for example, grew at 1.37 percent per annum in 1700-60 and 7.57 percent in 1760—1800. In 

iron output, the growth rates were respectively 0.60 percent and 4.10 percent. In two tradi¬ 

tional industries the acceleration is far less marked: in linen the growth rates were 1.25 percent 

and 1.44 percent, and in leather 0.25 percent and 0.57 percent respectively (all data from Crafts, 

1983, pp. 6-7). 

12 Note that these rates differ from the ones McCloskey presents, since what is relevant here is 

total output growth, not productivity growth. The average rate of growth of “manufactures, 

mining, and building” in 1801/11—1851/61 was 3.57 percent, while that of “agriculture, fores¬ 

try, and fishing” grew at the rate of 1.5 percent per annum (Deane and Cole, 1969, p. 170). For 

the closing decades of the eighteenth century, industrial output grew according to Crafts’s calcu¬ 

lations at a rate of 2.11 percent per annum and agricultural output at .75 percent. Crafts has also 

revised Deane and Cole’s figures for the nineteenth century, but the differences are not large 

enough to affect the point made here. As was noted above, the rate of growth of the “modem 

sector” must have been faster than that of “industry”. For instance, the consumption of cotton— 

the raw material of the modem industry par excellence—increased at the annual rate of 

10.8 percent between 1780 and 1800 and at the rate of 5.4 percent between 1800 and 1840. 

13 Counterfactual analysis involves constructing a hypothetical world that never was. It is 

helpful in testing the hypothesis that factor X was a necessary conditon in bringing about out¬ 

come Y, i.e., that in the absence of X, Y would not have taken place. Although the New 

Economic History is often credited with or blamed fpr introducing this mode of analysis, it has 

always been a staple tool of traditional historians. Thus Craig (1980, p. 1) begins his magisterial 

survey of German modem history: “It is certainly unnecessary to apologize for introducing 

Bismarck’s name at the outset. If he had never risen to the top of Pmssian politics, the unifica¬ 

tion of Germany would probably have taken place anyway but. . . surely not in quite the same 

way.” 

14 Pollard’s criticism of the national economy as the unit of analysis is not likely to remain 

unchallenged itself. The best arguments in the choice of the nation-state as the appropriate unit 

of analysis is still in Kuznets (1966, pp. 16-19), who points out that nations share common heri¬ 

tages and histories, and thus people tend to be interested more in their national history than in 

regional histories. Moreover, nation-states shared a common government which is the major 

policy-making body, and insofar as it affected economic development, the unit under its jurisdic¬ 

tion should be the unit of analysis. The fact that most of our data come on the national level (e.g. 

foreign trade statistics, fiscal returns, price and wage figures) reflects these arguments. 

15 There is a difference between tossing a coin only once and having to explain why a head 

came up, and tossing a coin one hundred times and explaining why a head came up ninety times. 

In the latter case, the scholar should take a closer look at the fairness of the coin, i.e., search for 

systematic forces which determined the outcome. To be sure, this analogy is not quite exact, 

since the outcomes observed (Britain s successes in various industries and enterprises) were— 

unlike the tossing of a coin—not mutually independent. 

16 Wrigley (1962) has placed the supply of raw materials at the center of the stage, but it is 

unclear whether he believes in geographical determinism in explaining the Industrial Revolution 

in Britain. For him, the crucial change was the switch from wood to coal and iron. While this is 

an interesting view, it is not an analysis of the Industrial Revolution since these changes started 

long before 1750, and in the mining of coal proper there was comparatively little technical pro¬ 

gress, as noted by Wrigley himself. 

17 Some of the arguments made here are derived from Mokyr (1980). 

It should also be pointed out that geography may have been of much greater importance in 

explaining the development of Europe as a whole, compared with the rest of the Eurasian Con¬ 

tinent. This thesis is expounded in a brilliantly original work by Jones (1981b). 

19 As pointed out in Mokyr (1980, p. 441), this number is actually an upper bound, because it 

does not allow substitution away from a factor which rises in price. 



THE INDUSTRIAL REVOLUTION AND THE NEW ECONOMIC HISTORY 47 

See Ashton (1968), pp. 94—103. Hyde (1977, pp. 98-102) has shown that Crawshay intro¬ 

duced some important improvements into the puddling process, which reduced costs substan¬ 

tially. 

21 Some famous examples of failures include the abovementioned case of Henry Cort, the duo 

inventors Lewis Paul and Charles Wyatt, who produced the first cylindrical carding machine, 

and John Roebuck, the famous ironmaster. There is some uncertainty as to the series of ban¬ 

kruptcies, but there is no doubt that hundreds of firms failed each year. The London Gazette 

series, cited by Ashton (1955, p. 254) averaged 495 bankruptcies in the 1780s and 753 in the 

1790s. For a discussion of bankruptcy records and their pitfalls, see Marriner (1980). 

22 See in particular Musson and Robinson, 1969, pp. 10-59; Cardwell, 1972, pp. 30-36. 

23 North s views will not remain unchallenged. The development of efficient property rights 

in Britain is closely related to the gradual development of common law, and the role of political 

change in it is debatable. After 1688 British Parliament raised taxes in any way it could, at times 

imposing highly unpopular taxes such as the income tax of 1799. On the other hand, few would 

dispute that successful industrialization requires some form of political regime congenial to 

economic modernization, although it is unnecessary to have one similar to the Britain’s. 

24 Some of Olson’s historical statements invite controversy. He writes (p. 128) that the English 

Civil Wars “discouraged long-run investment” (a possible but wholly undocumented inference), 

but that “within a few decades after [the Civil War] it became clear that stable and nationwide 

government had been re-established in Britain [and] the Industrial Revolution was under way.” 

“Under way” is, of course, an ambiguous phrase, but between the restoration and the beginning 

of the Industrial Revolution, as commonly defined, a century or more (and not “a few decades”) 

had passed. Hence, Olson’s model of the Industrial Revolution might require some further 

research. Nevertheless, the originality of his approach and the sweeping ambitiousness of his 

model certainly add a welcome political dimension to the historiography of the Industrial Revo¬ 

lution. 

25 While the usury laws were not capable of holding down private interest rates to 5 percent 

at all times, they distorted the capital market to a substantial degree. A Parliamentary Select 

Committee concluded in 1818 that “the laws regulating or restraining the rate of Interest have 

been extensively evaded and have failed of the effect of imposing a maximum on such rate ... Of 

late years, from the constant excess of the market rate of interest above the rate limited by law, 

they have added to the expense incurred by borrowers on real security (Great Britain, 1818, Vol. 

VI, p. 141).” See also Pressnell (1956, pp. 95, 318, 368, 428) and Cottrell (1980, pp. 7-8, 13). 

26 Smuggling was widespread as can be verified from the fact that at times, when tariffs were 

reduced substantially, imports increased by a much larger proportion. For example, when the 

tariff on coffee was reduced by two thirds in 1808, imports into Great Britain increased from 

1.07 million to 9.3 million lbs. in 1809. 

27 McCloskey (1973) has shown that the wage-supplements paid under the Old Poor Law 

were likely to have reduced the supply of labor and thus may have raised wages, though the 

magnitude of this effect is unclear. 

28 Taylor (1969) who launches a broadside against the New Economic History of the Old Poor 

Law disagrees with Styles, but the lack of evidence renders his attack ineffective. His complaint 

that the 1795 law was not an impetus to better mobility of labor (“the law may have been easier 

to change than habits of mind”) is equally unsubstantiated. 

29 In 1832 out-migration was more important in Speenhamland parishes which paid 

allowances in aid of wages or child allowances in Kent than in non-Speenhamland parishes 

(Huzel, 1980, pp. 375-78). 

30 Some of the transactions between Poor Law authorities and mill owners resembled nothing 

as much as slave trade, e.g. the purchase of seventy children from the parish of Clerkenwell by 

Samuel Oldknow in 1796 (Mantoux, 1928, p. 411). Pollard (1965, pp. 194—95) cites the sanc¬ 

timonious claim by some notorious users of child labor that these pauper apprentices were 
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“more expensive” than paid labor and that they were employed out of civil duty. For a similar 

view, see Collier (1964, p. 45). Recruiting agents were often sent to scour the surrounding coun¬ 

tryside in search of workhouse labor, and some of these children were brought in from the other 

end of the country, which indicates that for some industrialists pauper apprentices were indeed a 

cheap and satisfactory form of labor. 

31 See Cardwell (1972), p. 126 for a similar argument. Interestingly enough Ireland, with it 

centralized government in Dublin, conforms more to the Continental than the British example. 

32 The London population estimates are from Wrigley (1967, p. 44). English population data 

(less Monmouth) are from Wrigley and Schofield (1981). 

33 The revolutions in France may have increased the perceived insecurity of property and 

inhibited capital formation. Similarly, the continuous struggle between landlord and peasant in 

Ireland before the Famine reduced the attractiveness of Ireland as a site for industrial capital (as 

is the case today in Ulster). The Civil War in Spain (1832-39) and the Miguelite Wars in Portu¬ 

gal (1828-1834) had similar effects in the Iberian Peninsula. 

34 Some social historians argue that the changes started much earlier. Alan MacFarlane (1978, 

pp. 199-201) explicitly dates the beginning of English “modern society” to some point before 

the Black Death. 

35 Perkin anticipated here the interesting work of Fred Hirsch (1976) who, although not con¬ 

cerned with history, sets up a framework which complements-Perkin’s. Hirsch distinguishes 

between material goods, i.e., ordinary commodities, and positional goods of which there are by 

definition a constant amount. Examples of the latter are social prestige, political power, and 

symbols indicating one’s relative position. Markets for material goods tend to be well-developed 

so material wealth provides easy access to them. Markets for positional goods are less well- 

developed. The more efficient the markets for positional goods, the easier it is to acquire them 

by the means of acquiring wealth or to lose them by the lack thereof. Therefore, relatively effi¬ 

cient markets for positional goods should strengthen the incentive to get rich (increase the mar¬ 

ginal utility of income) and make the toil and risks of entrepreneurship more worthwhile. 

36 Perkin’s further attempts to explain the timing of the Industrial Revolution in terms of 

population growth and demand are far less successful. Some of these issues will be dealt with 

below. 

37 For economic explanations of the Netherland’s failure to industrialize see Mokyr (1976) and 

Griffiths (1979). 

38 Among the authors who view foreign trade as a central factor in the Industrial Revolution 

are Berrill (1960), Minchinton (1969), and Habakkuk and Deane (1962). 

39 Crouzet (1980) has attempted to resurrect the claim that exports played a crucial role in 

driving the Industrial Revolution. His findings have been criticized by Crafts (1983), who has 

shown that Crouzet’s 1780 income figures are too high, leading him to understate the proportion 

of extra output going to foreign markets in the subsequent decades. 

40 The figures for the period before 1819 are more dubious but they also indicate the central 

role of exports in the early stage of the cotton industry, disrupted at times by the dislocations 

caused by the wars. Cotton output, the denominator in the Deane and Cole estimate may be 

somewhat too low for the earlier period and too high for the later one (Blaug, 1961, p. 376), 

which implies that the importance of exports in the 1820s and 1830s may have been less than is 

implied by Deane and Cole, whereas toward the middle of the century it may have been some¬ 

what greater. 

41 The finding that the role of trade as an “engine” of growth is exaggerated is not limited to 

Britain during the Industrial Revolution. As Kravis (1970, p. 850) has maintained, “Export expan¬ 

sion did not serve in the nineteenth century to differentiate successful from unsuccessful coun¬ 

tries. Growth where it occurred was mainly the consequence of favourable internal factors, and 

external demand represented an added stimulus which varied in importance from country to 

country and period to period . . . Trade expansion was a handmaiden of successful growth rather 

than an autonomous engine of growth.” 
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42 Other examinations of the indispensability axiom yield similar results. For example. Von 

Tunzelmann (1978) has shown that the steam engine was not nearly as crucial as many have sup¬ 

posed. For most purposes water power was a feasible substitute. However, if we consider steam 

and water power together the concept of a “necessary condition” resurfaces. Production always 

involves energy consumption, and complete absence of cheap energy could thwart the entire 

process. However, more than one road led to cheap energy and the Industrial Revolution, and 

the one actually taken by Britain was not necessarily the only feasible one. 

43 One source of rigidity was the sexual division of labor between men and women: with few 

exceptions, in preindustrial Europe, women spim and men wove. The invention of the fly shuttle 

in 1733 increased the productivity of labor in weaving, but created a bottleneck in spinning, 

which could be overcome only by changing this custom. Such reallocations were not impossible, 

of course. After the mechanization of cotton spinning around 1790, women and children were 

increasingly employed in the weaving of calico and coarse linen goods in Lancashire (Collier, 

1964, p. 3). A fruitful research program would be to examine various technical bottlenecks and 

classify them according to the costs involved in solving them by reallocating resources as 

opposed to the possibilities of searching for a technical solution. 

44 For example, Thomas Lombe (the inventor of the silk throwing machine) and Edmund 

Cartwright (the inventor of the power loom) received financial settlements from Parliament. 

Nonetheless, the financial rewards for inventive activity remained extremely uncertain. Another 

famous inventor, Richard Trevithick, applied repeatedly to Parliament for a similar grant and 

was turned down. 

5 Since we have already discussed natural resources, the discussion here will be confined to 

labor and capital. 

46 The literature stimulated by Habakkuk’s pathbreaking book is quite extensive. See for 

example Saul (1970); Landes (1965); Rosenberg (1963, 1967). Most of the debate is carried out in 

the context of Anglo-American differences. A comparison between Britain and the Continent 

during the Industrial Revo lition would be worthwhile, but so far this has not been attempted 

seriously. The two views are not necessarily logically incompatible. Cheap labor facilitates the 

widening of the capital-labor ratio, while high wages stimulate the search for labor-saving inven¬ 

tions thus deepening the capital-labor ratio (Habakkuk, 1963). It is not clear, however, whether 

that distinction is helpful in the context of the Industrial Revolution in Britain. 

47 If labor is not of uniform quality, a conceptual solution is to redefine it in terms of effi¬ 

ciency units, in which a “unit” of labor is weighted by its productivity. The model then predicts 

faster accumulation if the wage per efficiency unit of labor is lower. 

48 For a survey of contemporary thinking about the “cheap labor is dear labor” issue see 

Coats (1958). 

49 Freudenberger and Cummins (1976) provide little hard evidence in support of their conten¬ 

tion that English workers were undernourished before the Industrial Revolution. There is little 

support for any substantial improvement in average food intake after 1750, although periodic 

famines gradually disappear. Fogel (1983B, p. 480) concludes on the basis of his study of heights 

that “England appears to have been at least a half century into its Industrial Revolution before 

witnessing a material improvement in the height or nutrition of its laboring class.” In Ireland 

and in the Netherlands, both late industrializers, food intake appears high before 1845, and 

attempts to use the efficiency wage in prefamine Irish economy have not proved very successful 

(Mokyr, 1983, pp. 223-26). 

50 The exact alternative is not clearly defined, which makes the notion of opportunity costs, so 

beloved by economists, somewhat tricky. By 1815, for instance, emigration has to be considered 

as a possible factor in setting a floor to the real wage. In Ireland this lower bound was reached by 

more people than in Britain, and thus Irish migration became already quite substantial before 

1850. 

51 See Mokyr (1976) for an algebraic representation of this interaction and some further impli¬ 

cations. 
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52 For some reflections, see Kriedte (1981), especially pp. 152-154; Mokyr (1976), 

pp. 377-79. 

53 Occupied population as a percentage of total population went from 44.86 percent in 1801 

to 43.90 percent in 1831, and then rose to 45.28 percent in 1841 and 46.46 percent in 1851. 

54 We shall ignore the concept of disguised unemployment, since changes in disguised unem¬ 

ployment are in effect changes in the productivity of labor and not changes in labor input. 

55 The Rostow hypothesis was criticized, among others, by Deane and Habakkuk (1963); for a 

critique of the importance of fixed capital in the Industrial Revolution see Pollard (1964). 

56 Crafts (1981) separates capital from land and consequently finds a much larger contribution 

of capital to the growth of output per worker for the period 1760-1800. These estimates are 

extended to 1830 in Crafts (1983). 

57 For similar statements see for example Mathias (1969, p. 149) and Cameron (1967, p. 39). 

Cameron goes so far as to assert that “the rate of growth of capital is therefore a general guide to 

the rate of profit” though he concedes that alternative investment opportunities for the factory 

master could upset that correlation. 

58 See Cameron, 1967 and Crouzet, 1972. It is possible that further work on the asset compo¬ 

sition of British banks may revise this conclusion for the period after 1844 which might explain 

Good’s (1973) finding that the ratio banking assets to GNP was relatively high in Britain, com¬ 

pared to later industrializers (see also Collins, 1983). 

59 The necessity of banks to preserve liquidity was made into a virtue by the so-called real- 

bills doctrine, which stipulated that if banks confined themselves to short-term, self-liquidating 

loans (such as discounting commercial bills), the price level would remain stable. Regardless of 

whether there was any merit in this theory in the short run, in the long run it confined commer¬ 

cial banks to supply almost exclusively circulating capital. 

60 Crouzet’s statement that the early factory masters “did not suffer” seems oddly incompati¬ 

ble with his own evidence. Two paragraphs below this statement, Crouzet cites the cases of two 

highly successful firms, the Walker brothers and McConnel and Kennedy, who paid themselves 

miserably low salaries in order to maximize the income available for plowing back (Crouzet, 

1965, pp. 188-89). Some of the most famous inventors and entrepreneurs (Cartwright and Roe¬ 

buck immediately come to mind) foundered for lack of working capital, and Richard Arkwright’s 

success is often attributed not to his technical skills but to his virtuoso ability to remain afloat in 

the treacherous currents of finance in the early stages of the Industrial Revolution. 

61 We can get an approximate notion of the magnitude of this effect by postulating the 

existence of an aggregate production function, in which labor has an output elasticity of approxi¬ 

mately one half. Under those conditions a rise in population of 1 percent will reduce income per 

capita by .5 percent, all other things equal. Between 1761 and 1831 the population of England 

less Monmouth increased from 6.14 million to 13.28 million, and we may assume that the rate of 

increase (116 percent) is close to the rate of Great Britain as a whole. According to the assump¬ 

tions of the crude classical aggregate model, the effect of this increase should have been a decline 

in income per capita, so that by 1841 incomes would be only 42 percent of what they were in 

1761. Moreover, this estimate is biased upward, because it does not take into account the effect 

of population growth on the age composition of the population. Since most of the population 

growth resulted from higher birth rates, the dependency rate increased considerably, from 852 in 

1761 to 986 in 1831 (1826 = 1000) (Wrigley and Schofield, 1981). 

62 See Mokyr (1984) for details. 

63 According to Lindert and Williamson (1982, p. 101) there was a massive decline in pauper¬ 

ism during the first two thirds of the nineteenth century. Their figures show a decline from 19.9 

percent (1801-03) to 14.8 percent (1812) and 6.2 percent (1867). The latter estimate is derived 

from a figure produced by Perkin (1969, p. 420), who estimated the number of pauper families at 

610,000. This figure is pure guesswork: Perkin took the average of paupers in 1866, multiplied by 

two to account for those paupers who lived off private charity, and then divided by three to get 
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families instead of individuals. It might have been preferable to turn to the opinion of Henry 

Mayhew, who estimated that 14 percent of the population of England and Wales in the late 

1840s were destitute, a figure which Hughes (1969) feels to be acceptable. 

64 O’Brien and Engerman appeal to Deane and Cole (1969 p. 301) for support that the share 

of employment income in 1801 was 44 percent. This ignores Deane and Cole’s warning that the 

37 percent of income accruing to “profits, interest and mixed incomes” contains a component 

received by the self-employed which, properly speaking, should be attributed to labor. The per¬ 

centage of income in this category was almost unchanged (38 percent) in 1860-69, but that con¬ 

stancy conceals a considerable rise in profits and interest coupled with a decline in income of the 

self-employed. 

65 It should be added that Lindert and Williamson’s figures are for the population exclusive of 

paupers. If paupers are taken into account, the increase in inequality is somewhat reduced. As 

noted, however, their treatment of paupers may be somewhat inaccurate. 

66 The procedure is outlined in Mokyr (1982, p. 868). 

67 The research carried on about male height seems to indicate little improvement before 

1815, followed by some improvement between 1815-40. Between 1840 and 1900, however, this 

measure of physical health is quite stable, which indicates that physical height and economic 

welfare were following quite different courses (Fogel 1983b, 1984 and references cited there). In 

addition, we may add the control of smallpox, which occurred more or less simultaneously with 

the Industrial Revolution. 
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The Industrial Revolution 
1780~1860: A Survey 

Donald Mccloskey 

The Quiet Revolution and Its Historians 

In the 80 years or so after 1780 the population of Britain nearly tripled, the towns of 

Liverpool and Manchester became gigantic cities, the average income of the popula¬ 

tion more than doubled, the share of farming fell from just under half to just under 

one-fifth of the nation s output, and the making of textiles and iron moved into 

steam-driven factories. So strange were these events that before they happened they 

were not anticipated and while they were happening they were not comprehended. 

In 1700 a percipient observer of Britain looking towards 1780 might have anticipated 

its enlarged foreign trade and more active workshops (as, in fact, Daniel Defoe had); 

in 1860 he might have anticipated the competition of new industrial nations or the 

application of science to factory and farm during the half-century to come, and by 

1900 he would at least have comprehended these events happening (as, in fact, the 

economist Alfred Marshall and others did). Yet in 1776 Adam Smith predicted a Bri¬ 

tain of merchants, farmers, and artificers increasing their incomes at a moderate pace 

through specialization and trade—after which national income increased in eight 

decades by a factor of nearly seven. In 1817 David Ricardo predicted that landlords 

would swallow whatever the increase would bring-after which rents as a share of 

national income fell, 1801 to 1861, from about 17 percent to about 8 percent. And in 

1848 Karl Marx, in the midst of economic events belying his prediction, predicted 

that monopoly capital would swallow all-after which the share of labor in income 

rose, and the real wages of the exploited classes increased in ten or fifteen years by 

some 15 percent and in fifty years by 80 percent. The British economy from 1780 to 

1860 was unpredictable because it was novel, not to say bizarre. 

By analogy with the political revolution in France in the 1790s the transformation 

of economic life in Britain was called, after it had happened, an “industrial revolu- 

Reprinted with major revisions from Roderick Floud and Donald McCloskey, eds., The Economic History of 

Britain since 1700, Vol. 1 (Cambridge: Cambridge University Press, 1981), pp. 103-27. Reprinted by permis¬ 
sion of Cambridge University Press. 
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tion.” Its impact on the way people lived was greater, if slower, than most political 

revolutions. True, its immediate impact on culture or politics was slight. Although 

some novelists (sociologists before sociology) depicted industrial characters, poets and 

painters locked their gaze on marigolds, the odd “satanic mill aside. A contem¬ 

poraneous rationalization of methods of government had perhaps as much impact on 

the Reform Bill of 1832 or the crumbling of mercantilist restrictions culminating in 

the repeal of the Com Laws in 1846 as did the new economic power of Manchester. 

Landed wealth purchased Parliament and staffed its governments until well after 

commercial and manufacturing wealth had come to exceed land in economic weight. 

The agricultural poor and their revolutionary potential exercised the thoughts of mili¬ 

tia officers well after factory hands had come to outnumber farm hands. 

The Industrial Revolution then, dominated modem history, more in memory than 

in happening. The British example of the early nineteenth century, inspired frantic 

emulation in the late nineteenth century, and myths of how Britain did it influence 

economic policy to this day. Poor countries now are fascinated by industrialization on 

the British pattern, complete with exports of manufactures in an age of ubiquitous 

skill in making them, puffing railways in an age of cheap road transport, and central¬ 

ized factories in an age of electric power. Their policies would seem odd without the 

historical example in mind. British ghosts of grasping capitalists, expropriated small 

farmers and exploited factory workers still haunt political economy. 

The economic transformation of Britain from 1780 to 1860, in short, is strange and 

important. Although explaining it has been the preoccupation of a battalion of scho¬ 

lars for a century or more, the explanations are still uncertain for several reasons. The 

history was not a simple experiment. The growth of cities, the increase in population, 

the rise in national income per head, and the shift from farm to factory happened all 

at once. Britain could have industrialized without expanding her population or 

urbanised without enriching herself. Yet in fact she did all these things together, con¬ 

founding the effects of one with the effects of the other. Nor was the experiment con¬ 

trolled. Britain fought, for example, an expensive war against Napoleon in the middle 

of the period, and her governments, reacting to this and other vicissitudes, repeatedly 

altered the import duties, monetary arrangements, taxes and regulations of economic 

life. The evidence is thin. It is there, waiting to be mined from archives in large quan¬ 

tities, but the proportion of miners to consumers of the ore has been low. Oddly, 

much of the quantitative evidence of Britain’s industrialization has been uncovered 

by foreign scholars. Until Deane and Cole produced their pathbreaking estimates of 

national income for the period (Deane, 1955, 1957, 1961; Deane and Cole, 1969), the 

statistics of industrial output (Hoffmann, 1955), the balance of payments (Imlah, 

1958), foreign trade (Schlote, 1952), prices (Rousseaux, 1938), and the business cycle 

(Gayer, Rostow, and Schwartz, 1953), were imports to Britain. Finally, evidence has 

often been mishandled. To interpret history is to assign metaphors to it. The meta¬ 

phors assigned to the industrial revolution, however, have not been apt. Some are 

merely vacuous, such as “the process of industrialization” or “primary growth sec¬ 

tor”; some are short-cuts to unwarranted conclusions, such as the assertion that the 

British people “depended” on foreign trade or that foreign trade was “an engine of 

growth”; and some, such as W. W. Rostow’s famous assertion (1960) that Britain in 

this period experienced a “take-off into self-sustained growth” summarize a grand if 

empty theory with the merit, at least, of stimulating controversy but the demerit of 

turning the controversy off the trail. 
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More and Richer People 

The cure for flabby metaphor is counting: 

BOSWELL: Sir Alexander Dick tells me, that he remembers having a thousand 
people in a year to dine at his house .. . 

JOHNSON: That, Sir, is about three a day. 

BOSWELL: How your statement lessens the idea. 

JOHNSON: That, Sir, is the good of counting. It brings everything to a certainty, 
which before floated in the mind indefinitely. 

Boswell’s Life of Johnson 

vol. 2, p. 456 

Everyman edition, London, 1949 

The most important count, made difficult by the absence of a census until 1801, is 

of heads. For all the difficulty it is plain that from 1780 to 1860 the population 

increased at a rate without precedent. It increased in England and Wales by about 

1 V4 percent per year, with a rising rate in the first half of the period and a falling 

rate in the second. One and a quarter percent per year does not sound large, but it 

was in fact near the highest in Europe at the time and among the highest rates of 

growth observed in settled communities before the twentieth century. Like Johnson’s 

calculation, the percentage lessens the idea, but that is the good of counting. The 

result was that for each Englishman in 1780 there were in 1860 2.7; for each in 1760 

there were 3.0. 

The histories surrounding this statistic are rich. Population grows when births 

exceed the total of deaths and emigrations, posing the question of which one changed 

and why. From what statistics have been gathered so far it would appear that from 

1780 to 1860 the main change was a fall in the death rate. Whether and why this was 

so is still uncertain, because the work of recording births and deaths was not taken 

over by the state from the Church of England until 1838, well after nonconformity 

and a deterioration in the quality of parish registers had introduced biases into the 

figures. In any case, as T.H. Marshall remarked fifty years ago, “a horizontal line on a 

graph may be as dynamic as a diagonal; the forces that prevent a birth-rate from fal¬ 

ling may be as significant as those that make it rise” (1929, p. 107). What one feels 

must be explained depends on what one expects. What one expects is altered if Brit¬ 

ish population is viewed from other countries at the time rather than from Britain 

earlier, for the growth of population was great elsewhere in Europe as well. Until the 

famine of the 1840s, for example, it was great in Ireland. In 1801 a hostile Catholic 

island off the coast of Britain had a population over a third of the new United King¬ 

dom; in 1861 after the famine, it had fallen to just over a fifth and, as O’Briens and 

O’Connors raised fewer children and sent large numbers of them to New York, Liver¬ 

pool and Glasgow, the proportion fell further. 

The cities grew faster than other places, and the choice of explanation depends 

once again on what one has come to expect. The arithmetical reasons for the relative 

growth of cities were of course continued migration from the countryside. Less obvi¬ 

ously, there was a fall in the urban death rate that by around 1800 (judging from the 

statistics for London) allowed cities for the first time to grow more people than they 

killed. London was by far the largest city, as always, but grew slower than the rest. In 
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1801 one in seven Englishmen lived in cities larger than 50,000 people, and three- 

quarters of these were Londoners; in 1860 over one in four did, and less than half were 

Londoners. The list of cities growing fastest—Liverpool, Manchester, Birmingham, 

Leeds, and Sheffield among the largest ones in 1861; Bradford, Salford, Oldham, Pres¬ 

ton, and Wolverhampton among the second rank—tells its own story. These were 

all in the North and the Midlands. The population in the four most industrial coun¬ 

ties (the West Riding of Yorkshire, Staffordshire, Warwickshire and—above all—Lan¬ 

cashire) increased from 17 percent of the population in 1781 to 26 percent in 1861 

(Deane and Cole 1969, p. 103, column for 1781; Mitchell and Deane, 1962, p. 22). 

The increase and redistribution of the population was accompanied by its enrich¬ 

ment, contrary to all reasonable expectations. This is the conclusion of the second 

piece of counting, the counting of national income. The work of Deane and Cole and 

others implies that the amounts of bread, beer, trousers, shoes, trips to London, 

warmth in winter, and protection against conquest increased from £11 per head in 

1780 to £28 in 1860 (Feinstein, 1978, p. 84, col. 5; Deane and Cole, 1969, p. 78, last 

column). It was a real increase, no monetary trick: the money income is measured in 

the prices of the 1850s. Because he produced two-and-a-half times more than his 

great-grandfather produced in 1780, the average person in 1860 could buy two-and- 

a-half times more goods and services. If the wheat grown per farm hand or houses 

cleaned per maid did not increase by two-and-a-half times (they did not), the output 

of cotton yam per spinner or tons of freight shipped per sailor would increase by 

more than two-and-a-half times (they did). The average worker was a great deal more 

productive than he had been before. 

The halving of the population in fourteenth-century England had increased income 

per worker by a third; in the other direction the doubling of the population in 

sixteenth-century England had halved income per worker. The expectation war¬ 

ranted by the experience of earlier centuries, then, would have been a fall, not a rise, 

in income per head after 1780 as the number of heads increased. The expectation is 

confirmed by economic reasoning. The reasoning is not that a fixed income of the 

nation was in 1860 to be divided among nearly three times more people than it had 

been in 1780. Pleasing though such arithmetic may seem, it is incorrect: it involves 

the elementary if common fallacy of supposing that a nation’s output is unrelated to 

the number of people producing it. The correct reasoning, embodied in the dismal 

predictions by Ricardo and Malthus of the immiseration to come, is that more people 

do produce more (not the same amount, as in the arithmetical reasoning), but less in 

proportion to their increase if the tools and land they work with do not increase as 

well. The proposition is known as the law of diminishing returns: growth bumps 

against inputs that are not reproducible. 

Land, in particular, was not reproducible. True, landlords could and did increase 

the effective amount of land by fertilising and hedging it, and freeing it of ancient 

customs—or, for that matter, by creating new land from swamps or the sea, as on the 

Somerset Levels and the Fens. But the source of much of the value of the land was 

irreproducible and unaugmentable. An owner of the “original and indestructible 

powers of the soil,” as Ricardo described them, earned from them “pure rents.” The 

very fact that the tenants were willing to pay him the rents indicate that these 

powers of the soil were useful in production. How useful is measured by the share of 

pure rents in national income—before 1815 some 17 per cent. Unlike ploughs and 
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engines, the free gifts of nature could not grow in proportion to population. Strictly 

speaking, they could not grow at all. In other words, Britain was agricultural (albeit 

less so at the time than any other country except perhaps Holland); pure rent was a 

large part of agricultural income (albeit diminishing); and, therefore, a large share of 

national output depended on a factor that could not grow. 

In the 80 years after 1780 the other tools with which Englishmen worked did in 

fact grow. By setting aside each year a portion of the nation’s resources to invest in 

repairing old shovels, ships, roads, spindles, and docks, and in making new ones, Bri¬ 

tain increased her panoply from 1780 to 1860 by about 1.6 percent per year. The 

number of workers using these tools increased somewhat slower (at 1.3 percent per 

year), which is to say that Britain somewhat increased the value of tools per worker. 

On this count she offset diminishing returns a little. 

She offset them much more by using inputs better. What was extraordinary about 

the Industrial Revolution is that better land, better machines, and better people so 

decisively overcame diminishing returns. Had the machines and men of 1860 embo¬ 

died the same knowledge of how to spin cotton or move cargo that they had in 1780, 

the larger number of spindles and ships would have barely offset the fixity of land. 

Income per head would have remained at its level in 1780, about £11, instead of ris¬ 

ing to £28 by 1860 (see the final table in the appendix). The larger quantities of capi¬ 

tal did make some difference. Had the effort of investment in new capital from 1780 

to 1860 not been made—that is, had the Englishman’s tools in 1860 been the same in 

quantity as well as quality as they had been in 1780—income per head would have fal¬ 

len to £6.4. The possibility was remote, for the rate of savings to be used for new cap¬ 

ital changed little in the period, and there is no reason to suppose that it would have 

fallen to zero. But the larger part of the difference between this dismal possibility 

and the £28 per head actually achieved by 1860 was attributable to better technol¬ 

ogy. In short—and this is the main point—ingenuity rather than abstention governed 

the Industrial Revolution. 

The Location of Ingenuity 

Great inventions have usually symbolized ingenuity. In textiles, first in cotton and 

then with a lag of a few decades in linen and wool, the inventions harnessed non¬ 

human power first, the power of falling water, and then with a lag of few decades the 

power of steam, as a team of horses is harnessed to a plough. In the 1770s and 1780s 

water-driven spindles allowing one factory worker to produce rapidly and simultane¬ 

ously many strands of cotton yam initiated the obsolescence of the root meaning of 

the word “spinster.” Steam power for weaving the yarn into cotton cloth began in the 

early years of the new century (although its massive application awaited the 1820s 

and later). If cotton cloth is the symbolic consumers’ good of the Industrial Revolu¬ 

tion, iron is the symbolic producers’ good, and was similarly transformed: in the last 

two decades of the eighteenth century steam and water power were applied to the 

bellows in the furnace that melted ore into iron and to mills that rolled out useful 

shapes as a cook rolls out a pie crust. The culinary metaphor applies also to the pre¬ 

mier innovation in iron, “puddling,” in which, from the 1780s on, a hand process of stir- 
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ring a soup of iron and boiling off carbon (which weakens the metal) replaced the 

smith’s method of making “wrought” iron, i.e., hammering it in little pieces (or large 

pieces: power had been applied to the hammering as well). With the introduction in 

the 1830s of preheating the air from the bellows, the iron industry took the technical 

form it retained until the introduction in the 1860s of cheap steel (steel is purified and 

lower-carbon iron). Cheap iron gradually replaced wood in the construction of 

bridges, ships and, eventually, buildings; with the adaptation of wood drills and lathes 

to iron—no easy task—it replaced wood in machinery as well, allowing machines to 

run faster and with more precision. The steam engine, of course, was the characteris¬ 

tic iron machine: the steam pump, the steam locomotive, the steam factory, the 

steam ship, the steam tractor, the steam this and that allowed Britain to substitute her 

large endowment of coal for men, horses, wind, and water. 

The list of inventions could be extended without limit: clay drainage pipes made by 

machine and chemical fertilizer in farming from the 1840s on; lathes for making 

metal bolts and screws from the 1800s; the safety lamp in mining from the 1810s and 

the wire rope (permitting very deep working) from the 1840s; and scores of others. 

Few of these ideas were entirely novel, for scientific history is not the same as techno¬ 

logical history. Steam engines had existed as toys in classical times, and “atmospheric 

engines” (in which condensing steam created a vacuum against which atmospheric 

pressure pushed) were raising water from mines from the early eighteenth century. 

Agricultural crops that came to prominence in the Industrial Revolution, most not¬ 

ably the potato, were novelties only in their new extent. Rails carried coal from the 

face to the ship long before they carried passengers behind a locomotive. 

A list of inventions, furthermore, is not a list of adoptions, for technological history 

is the not the same as economic history. The contrary view was expressed to the his¬ 

torian of the Industrial Revolution, T.S. Ashton, with unconscious brilliance by a stu¬ 

dent: “About 1760 a wave of gadgets swept over England” (Ashton, 1948, p. 59). The 

gadgets came more like a gentle (though unprecedented) rain, gathering here and 

there in puddles. By 1860 the ground was wet, but by no means soaked, even at the 

wetter spots. Looms run by hand and factories run by water survived in the cotton 

textile industry in 1860, as in wool, linen, and silk. Around 1860 more shipping capa¬ 

city was built of wood than of iron, and new sailing ship capacity was two-and-a-half 

times larger than new steamship capacity, not to speak of exisiting ships—over¬ 

whelmingly wood under sail. 

The rain left much of the ground entirely untouched. Down to 1860 the places in 

the economy that the new techniques could touch were manufacturing, mining and 

building—what usually springs to mind when one thinks of “industry”—and trade and 

transport. From 1801 to 1861 about half of the economy’s resources were allocated to 

these sectors, but within them many of the old ways persisted. The allocation of one 

resource, labor, is known from the decennial census in greater detail and permits a 

more subtle calculation. In 1861, at the end of the customary dating of the Industrial 

Revolution, only about 30 percent of the labor force was employed in activities that 

had been radically transformed in technique since 1780: railways, ships, mining, 

metal and machines, chemicals and textiles, and a handful of smaller industries (such 

as pottery). Britain was not in 1861 a cotton mill. By 1911, by contrast, it is easier to 

list the classes of employment that had not been transformed: public administration, 
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the professions, commerce (but consider the typewriter), roads, fishing and, the larg¬ 
est of these, domestic service, taking together the same 30 per cent of the labor force 
as had in 1861 been taken by partially modernized industries. (Mitchell and Deane, 
1962, p. 60, removing from the denominator the unclassified “All others occupied”). 
Agriculture acquired its reapers, clothing its sewing machines, food its steam flour 
mills and refrigerators, building its steam shovels well after the novelty of an 
accelerated pace of economic life had worn off. 

If so much remained to be done in 1860, the great rise in productivity during the 
80 preceding years would seem to be a puzzle. But the history of the adoption of new 
techniques is not the history of their economic impact. A steam locomotive pulling 
coal trucks over rails is, from the technological point of view, radically different from 
a horse pulling a coal barge in a canal. The adoption of the new technique, however, 
may or may not have had a large impact in reducing the cost of transporting coal: 
that the new technology was revolutionary in form and was adopted is consistent 
with both a trivial and a significant advantage over the old technology. The advan¬ 
tage must be measured directly, not inferred from the outlandishness of new 
machines or the rapidity with which they superseded old machines. 

And, in fact, many of the few novelties adopted between 1780 and 1860 had great 
advantages. The most spectacular case is cotton cloth. A piece of cloth that sold in 
the 1780s for 40 shillings was selling in the 1850s for around 5 shillings. Some of this 
decline was attributable to declines in the prices of the inputs to cloths, especially 
raw cotton after the introduction of the cotton gin (picking out the seeds in the raw 
cotton) and the consequent extension of cotton growing in the United States. But 
most of the decline was attributable to innovations in preparing, spinning, and weav¬ 
ing the cottons that enormously decreased the cost of the resources to produce a 
piece of cloth. From 1780 to 1860, on average, these technological changes appear to 
have reduced the materials, labor, and capital per piece by over 2.6 percent each 
year, or, to put it in alternative but equivalent words, they raised by over 2.6 percent 
per year the amount of cloth producible from a given bundle of resources. A number 
rising at over 2.6 percent a year reaches nearly eight times its initial level in 80 years. 
By 1860 the new techniques permitted cloth to be produced at a cost about one- 
eighth what it would have cost in 1780: that is, a given bundle of cotton, labor, and 
machines in 1860 produced eight times more cotton cloth than it did in 1780. 

Most of this accomplishment (and all of it before 1812-15) can be attributed to the 
mechanization of combing out (carding) the raw cotton and twisting (spinning) it into 
yam, rather than to the mechanization of weaving. By 1860, as Table 2.1 indicates, 
the price of cloth would have fallen to a quarter of its level in 1780 even had weaving 
not moved out of the weavers’ cottages and into factories. Although the power loom 
was invented in the 1780s, its application awaited later improvements in design and 
materials, and only after the Napoleonic War did it contribute to productivity change 
(albeit for a decade or two massively: nearly all the 50 percent decline in real costs 
1815-40 is accounted for by innovations in weaving, concentrated in the late 1820s 
and 1830s). The same point applies to carding and spinning machinery, and, indeed, 
to innovations in most industries. The heroic age of invention in cotton had ended by 
the late 1780s, yet the bulk of the resource savings promised by the inventions of Har¬ 
greaves, Arkwright, Kay, Crompton, and Cartwright required the ingenuity of later, 
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lesser men—lesser, at least, in glory. By 1799, which may be taken as the end of the 

first harvest of inventions, the real price of cloth compared to its level in 1780 had 

halved; but it was to halve twice more by 1860. 

Other industries, such as other textiles, had a similar experience of slow perfection 

of bright ideas. The devices applied to cotton were applicable to any fiber, but 

between this obvious conception and the actual creation fell a long shadow of adapta¬ 

tion, adapting machinery to silk, flax, and, most important, wool. Wool weavers in 

Scotland with their hand looms could still sing in the 1840s: 

There’s folk independent of other trademen’s wark. 

For women need no barbers and the dyker’s need no clerk; 

But none of them can do without a coat or a sark . . . 

So the weaving’s a trade that never can fail, 

While we aye need a clout to hold another hale. 

Though they would very soon join their Lancashire colleagues: 

Come all you cotton weavers, your looms you may pull down. 

You must get employed in factories, in country or in town, 

For our cotton masters have found out a wonderful scheme, 

These calico goods now wove by hand they’re going to weave by steam. 

[Dallas, 1974, pp. 97, 119] 

The railway is another case among many. The dates of opening of the first railway, 

the Stockton and Darlington (1825) and of the Liverpool and Manchester (1830) stick 

in the mind as emblems of the dawn, but in the perspective of what followed the 

charming little engines and trucks were mere experiments. Further developments 

reduced the resource cost of railways by at least half by 1860. 

The impact of the novelties, then, was spread through many years. Their signifi¬ 

cance depended on the sizes of the industries they transformed. If cotton had been 

used only for kerchiefs and iron only for nails, the speed with which their produc- 

tivity grew would perhaps be interesting in itself (as is the cheapening of clay cups 

and plates in this period) but not vital to the history of the nation. The appropriate 

measure of size must be a money measure, for the brute fact that in 1800 Britain pro¬ 

duced about 50 million pounds of cotton yarn to be woven into cloth and about 

Table 2.1 The Fall in the Real Cost of Cotton Cloth, 1780 1860 

Real cost 

index 

c. 1780 100 

c. 1812-15 32(32) 

c. 1860 13(24) 

() =i without weaving productivity growth. 

Source: Table 2.2. 

Percentage 

rate of growth of 

productivity 

3.4(3.40) 

2.0(0.65) 
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200,000 tons of pig iron to be made into castings and wrought iron is uninterpretable. 

The cloth and the iron must be brought into a unit of account—pounds sterling—that 

allows them to be compared. And the money measure must be compared with 

national income as a whole. That cloth sold for about £17 million and the products of 

iron for about £2.7 million makes the important point that the characteristic consum¬ 

ers’good of the Industrial Revolution in fact dwarfed the characteristic producers’ 

good, but beyond this the figures are by themselves unintelligible. 

The ratio of cotton output to national income in 1800 was about 0.07, the ratio of 

iron about 0.01. In other words, even very great changes in the productivity of iron¬ 

making would have had little effect on national productivity in 1800 (although more 

by 1860, when the ratio for iron reached about 0.03). Cotton is quite another story. 

The 2.6 percent of the resources it (had) used that were freed by technical change 

each year for alternative uses in the economy amounted nationally to (0.07) X 

(2.6 percent) = 0.18 percent per year. The calculation can stand for the whole 

period, because the size of the industry was smaller when (1780 to 1800) its rate of 

productivity growth was larger, and its size larger when (1800 to 1860) its growth was 

smaller. Now the rate of growth of productivity in the economy as a whole 1780 to 

1860 was about 1.2 percent per year. Cotton alone, therefore, accounted each year on 

average for 0.18/1.2 percent or 15 percent of the total. With five or six more such 

industries as Lancashire cotton, Britain’s fortune would have been made. 

The location of ingenuity was not in fact so concentrated as this. Nonetheless, a 

relative handful of other industries with large and easily measurable changes in “pro¬ 

ductivity” account for a good deal of the fortune’s history. Productivity, recall, means 

the efficiency with which inputs of all kinds, not only the labor, are used. Statistics of 

the prices of products and of the human inputs and materials used to make them can 

be employed to measure productivity in this sense. The reasoning involved has 

already been used in describing the innovations in cotton. It is simple and is at this 

point worth making explicit. To put it in a sentence, the reasoning is that better ways 

of making things will result in those things becoming cheaper. To put it more fully, in 

the absence of changes in productivity, the price of, say, cotton cloth will move with 

the prices of raw cotton, labor, and capital employed, with each input carrying a 

weight in the total equal to its share in the costs of cloth. A weighted average of the 

price of inputs is a measure of changes in the price of cotton cloth that would have 

occurred in the absence of productivity change. The prices of inputs, and thus of this 

“productivity-absent” price, was falling rapidly, for example, in most of the 20 years 

after the Napoleonic Wars. If the actual price of cloth was falling even faster (as it 

was), then the relative fall is evidence that savings were being achieved over those 

from the fall in the prices of inputs. That is, cloth was being made with fewer inputs: 

productivity was increasing. The difference between the rate of fall in the cloth price 

and the rate of fall in the input prices is the measure of the increased productivity. 

This is the central piece of reasoning. 

A peripheral piece of reasoning is necessary to extend productivity to the history of 

national income. The industry’s productivity change is to be multiplied by the value 

of the industry’s output divided by national income: 0.07 in the case of cotton. The 

0.07 is a measure of the importance of cotton to the nation. It can be understood as 

follows. In the four years from 1826 to 1830, at the height of the introduction of 

power looms, the industry saved through productivity change 13 percent of its costs. 
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If all its costs (equal, of course, to the value of its output) were in 1828 £V, then it 

released over the next four years £0.13V worth of resources to serve other demands in 

the economy. The value of its output in 1828 as a ratio to national income (called £1) 

is £V/£I, and multiplying the ratio by the percentage productivity change in the 

industry (i.e., £Q.13V/£V) will give £0.13V/£I, that is, the resources saved in cotton 

as a percentage of all resources in the economy. In other words, applying the ratio to 

the industry’s rate of productivity change will give the contribution of the produc¬ 

tivity change to national productivity change. And this is what is wanted: a way of 

gauging the significance of power looms, potteries, and puddling to British economic 

growth. 

The measure is not the usual one, although it is the correct one. Happily, it is typi¬ 

cally easy to calculate. National income is divided into the whole value of the 

industry s output (output multiplied by its price), not merely (to give the more usual 

measure of importance) into its value added. Value added is the portion of the whole 

value paid directly to labor and capital in the industry, as distinct from payments for 

material or services from other sectors of the economy (for example, the importing of 

raw cotton for the material or the mining of coal for the powered machines). It is cus¬ 

tomary to think of the size of incomes earned directly in an industry such as cotton as 

the appropriate measure of the “contribution” of the industry to national income, 

and therefore as the appropriate measure of its importance. The arithmetic of this 

custom seems plausible, for the sum of all direct earnings (values added) is indeed 

national income. But for present and most other purposes the raw materials cannot be 

left out. For measuring productivity change it matters that prices of raw materials are 

often known with fair precision when prices of value added (labor, capital, and land) 

are not. For understanding and assessing the productivity change it matters that an 

industry’s innovations often save materials, and thereby save the nation’s labor and 

machinery and land indirectly. And for applying the understanding to the history of 

the industry itself it matters that the cost of materials as well as of labor and the rest 

determine the supply price of its product. 

Applying such thoughts to what is now known of the prices and outputs of Britain’s 

economy during the Industrial Revolution yields Table 2.2, the “contributions” of 

each of eight parts of the economy to national productivity change. The figures are 

very crude approximations, and are to be viewed as first attempts. The statistics of 

All other sectors” (Line 8) are calculated from what is left over from the whole (1.41) 

ratio value of output to value added and from the whole (1.19%) national growth in 

productivity per year. The other seven parts are based on evidence about the part in 

question, although it should be emphasized again that the evidence is sparse. The best 

way to appreciate the sparseness is to read the footnotes to the table. One must leap 

over gaps in the data. The leaps are necessary, but each student of the subject makes 

them in a personal style: the statistical and the literary approaches to history are not 
so very far apart. 

The result can be looked at in two ways, depending on whether one sees the glass 

as half-full or half-empty. The half-full way of looking at it is to note with wonder¬ 

ment how very rapid productivity change was in the six “modernized sectors” dis¬ 

tinguished in the table, and how wonderfully large a share of national productivity 

change these sectors can explain-0.52 percent per year for them alone out of a total 
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Table 2.2 Crude Approximations to Annual Productivity Change by Sector, 

1780-1860 

(1) 
Rates of growth 

of productivity 

(percent 

per year) 

(2) 

Value of 

output divided 

by national 

income (1780- 

1860 on 

average) 

(3) 

Contribution to 

the national 

growth of pro¬ 

ductivity = (1) 

X (2) (percent 

per year) 

1 Cotton 2.6 0.07 0.18 
2 Worsteds 1.8 0.035 0.06 

3 Woollens 0.9 0.035 0.03 

4 Iron 0.9 0.02 0.018 

5 Canals and railways 1.3 0.07 0.09 

6 Coastal and foreign 

shipping 

2.3 0.06 0.14 

Sum of these 

modernized sectors 

1.8 

(Average 

weighted by 

share in col. 2) 

0.29 0.52 

7 Agriculture 0.45 0.27 0.12 

8 All other sectors 0.65 0.85 0.55 

Total 1.41 1.19 

Sources: For sources and methods of calculation see the Appendix. 

of 1.19 percent per year for the nation. The half-empty way of looking at it is to note 

with equal or greater wonderment how much was left over for sectors unaffected by 

steam and iron before 1860 to contribute. Their productivity change was slower but 

their importance was larger, with the result that their contribution to the explanation 

of national productivity change was larger than that of modernized sectors. Ingenuity 

in the Industrial Revolution was either wonderfully concentrated or wonderfully 

dispersed, depending on what excites one’s sense of wonder. 

The wonder of cotton textiles (Line 1) has been discussed already. The industry of 

Line 2, worsteds—long-staple wool spun into thin, compact yarn and woven flat, with 

no nap to the cloth—was similar to cotton in technique, and was quick to adopt the 

advantageous novelties invented in cotton. The productivity change given in Line 3 

for the other wool product, woollens, is a mere guess, but probably of the right order 

of magnitude. Its relative lowness fits, at any rate, the narrative evidence. 

That iron’s productivity (Line 4) grew at about the same rate, high nationally but 

low by comparison with the other modernized sectors, does not fit the narrative evi- 
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dence. So much the worse for the narrative evidence. Spectacular though they were 

in a technical sense, puddling and the hot blast were able to cut the price of bar iron 

(and its raw material, pig iron) only in half from the 1780s to the 1850s, in the face of 

little change in the prices of raw materials, especially coal. Coal itself is not included 

in the table because it is difficult at present to know even the few facts the method 

requires: the pithead price of coal, wages, owner’s royalties, and their shares in costs 

at the beginning and end of the period. In view of the stable price of coal shipped to 

London it would be surprising if its productivity change were great, though 

apparently sufficient to offset the higher costs of deeper mines. The large factor of 

multiplication from the 1780s to 1860 in the output of coal—eleven, when national 

income was increased by a factor of seven (Clapham, 1926-38, vol. 1, p. 431; Mitchell 

and Deane, 1962, p. 115)—and the truly stupendous one for iron—fifty-six (ibid., 

p. 131)—were achieved not by producing a great deal more output from the same 

inputs, but by drawing inputs from other industries and setting them to work in mine 

and furnace. 

Transport, on the other hand (Lines 5 and 6), had rapid productivity change. Tran¬ 

sport rates fell to a third of their former levels on the routes of canals, and if the rail¬ 

way had a less spectacular immediate effect it was less confined by the need for water 

in its choice of routes and continued to cheapen down to 1860 and beyond. Produc¬ 

tivity change in ocean transport was still more rapid. Especially on long hauls the 

improvement is attributable not to the application of iron and steam to shipping 

(which came on a large-scale later), but to bigger sailing ships with smaller crews per 

ton of cargo (North, 1968). Textiles and transport figure heavily in the explanation of 

national productivity change from 1780 to 1860. Together they account for over 

two-fifths of it. 

Agriculture is more typical of the other sectors of the economy. Productivity 

change did occur, but at a modest 0.45 percent per year instead of the 1.8 percent per 

year average in cotton and the rest. All the other sectors—commerce as distinct from 

transportation, the making of clothes as distinct from the making of cloth, food pro¬ 

cessing (bread-making, beer, canning, and so forth) as distinct from food growing, the 

making of machinery and implements as distinct from the iron raw material, together 

with domestic service, building, and the professions (having little or no technical 

change) and chemicals, pottery, glass, gasworks, tanning, furniture (having a good 

deal of technical change)-experienced productivity change at 0.65 percent per year, 
on average. 

Small though it is by comparison with textiles or transport, 0.65 percent per year is 

no trivial achievement. Had agricultural productivity grown as it did (i.e., at 0.45 per¬ 

cent per year) and had all other sectors grown at this 0.65 percent per year (instead of 

some at 1.8 percent per year), national income per head would still have grown sub¬ 

stantially: it would have doubled from 1780 to 1860, rising from £11 to £22 per head 

(rather than from £11 to £28 as it actually did). The Great Inventions—mule spinning, 

power weaving, steam traction, and behind these the steam engine-deserve special 

attention, for their effects were indeed out of proportion to the sizes of the industries 

in which they flourished. But the doubling of income that would have occurred even 

had they been ordinary inventions serves as a warning: ordinary inventiveness was 

widespread in the British economy 1780 to 1860. 
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Explanations: Supply 

The chronology of growth so far established sets limits on explanations of it. There is 

something to be explained, something unexpected, namely substantial growth of 

income per head in the face of a sharp rise in the number of heads. British growth 

from 1780 to 1860 was not uniquely fast. The rate of growth of income per head was 

equal or greater in later periods of comparable length. And by comparison with coun¬ 

tries industrializing after Britain and having therefore the benefit of techniques per¬ 

fected in Britain, the rate was not spectacular. Yet these very facts are notable. That 

Britain s experience from 1780 to 1860 was the prelude to modern economic growth 

at home and abroad, with real incomes per head routinely doubling every half- 

century, demands explanation. 

The explanation cannot, it would appear, rely on the accumulation of capital. 

True, there was a new enthusiasm for projects such as canals and enclosures involving 

large investments and large but distant returns, whether from a fall in the interest 

rate (Ashton, 1948) or, more fundamentally, from a rise in the national propensity to 

save (Rostow, 1960). As was shown above, however, rises in income that are not 

explicable as more machines per man dominate the story. This is a bitter disappoint¬ 

ment to economists. The scientists of scarcity delight in the thought that more con¬ 

sumption later can come only from abstinence now. As it is put in the mildly comical 

jargon of the discipline, there is no such thing as a free lunch. Yet indubitably Britain 

from 1780 to 1860 ate a massive free lunch. The normal return on investment was 10 

or 15 percent per year, the return that would bring the benefits from investment into 

that equality with costs so pleasing to economists. Yet in fact the nation was earning 

12 percent or so in addition to this on the investments with no corresponding costs, if 

one attributes all a year’s productivity gain to capital. The story that might be called 

vulgar capitalism—more savings produces more capital which produces more income 

which produces savings and so again in a “self-sustained virtuous spiral” (the usual 

tired witticism)—lacks force for this reason, among others. The higher income was 

attributable largely to something outside the spiral, namely, technological change. 

The significance of capital accumulation for British economic growth can be res¬ 

cued in various ways, none wholly persuasive. It can be argued that better technol¬ 

ogy was embodied in new capital equipment, and therefore that the nation could not 

have had the advantage of the better technology without the new investment. Old 

spindles and ships, it is said, could not simply be sped up or enlarged or redesigned as 

the knowledge of how to do so became available. The persuasive sound of the argu¬ 

ment, however, springs from the element of tautology embedded (not to say embo¬ 

died) in it rather than from any great logical or empirical power. Of course better 

weaving technology, say, required new looms. But this does not imply that produc¬ 

tivity change in weaving required a rise in the nation’s savings. Replacement invest¬ 

ment provided an occasion, a frequent one, for introducing the better technique. And 

were this not fact enough to suit businessmen, they could divert saving from sectors 

with low rates of embodied technical change (buiding and agriculture, for example) 

to those with high rates (textiles and transport), as did early cotton manufacturers 

who set up business in disused warehouses rather than spend on buildings money 
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better spent on primitive machines (Crouzet, 1972, p. 38), or as did landlords invest¬ 

ing agricultural income in canals. 

A deeper argument is that investment is undermeasured. Knowledge is not free, as 

Faust could testify, and apprenticeship, schooling, and inventive effort might be 

viewed as payments to the devil of scarcity. The educational portion of the argument, 

the only portion that is easily measureable, is not strong on the face of it: although 

literacy at marriage did increase from 1780 to 1860, especially women’s literacy (from 

an appalling 38 percent to 65 percent), the increase was no revolution, and the low 

(and sometimes falling) rates that persisted in industrial areas down to the end of the 

period confirm the natural supposition that the ability to read was unimportant to a 

factory hand (Schofield, 1973). Still, it has been estimated tentatively that the cost of 

maintaining the literacy there—literacy, alas, is not inherited—was as high as 1 per¬ 

cent of national income in the 1830s (West, 1970 and 1978, reprinted, below; but see 

Hurt, 1971, and West, 1971) or 7 percent of total investment in more conventional 

forms of capital. Admitting the desirability of counting all the costs of achieving 

higher income, however, the size, and what is more to the point the rate of increase, 

of nonmeasured capital would have to have been impossibly large from 1780 to 1860 

to account fully for the change in productivity (Deane, 1973). 

The rejection of capital accumulation makes it necessary to search the menu of the 

free lunch. If great inventions were most of the story the search could narrow to great 

inventors, proceeding by a reduction to individual biography. This is the style of 

much industrial history, still more of business history, and for the task of explaining a 

handful of definite innovations it has merit. But it was shown earlier that contrary to 

much thinking on the matter, innovation was widespread. The Industrial Revolution 

was not the Age of Cotton or of Railways or even of Steam entirely; it was an age of 

improvement. 

Although widespread consequences do not invariably have widespread causes, the 

betting would have to be on that side. Resources were being allocated better in many 

places. A favorite focus of improved allocation, for example, is the capital market, for 

the notion that accumulation governed the Industrial Resolution dies hard. In the 

simplest form it is believed that if merchants or landlords can be shown to have 

invested heavily in railways or coal mines (as they can be), then the original 

accumulation of industrial capital, in Marx’s phrase, will have been identified. 

Reallocations of capital, however, are ill matched to the task of explaining a dou¬ 

bling of income per head. The reasoning is simple and distressingly decisive, applying 

with equal force to reallocations of labor: it can be shown that the potential gains 

from eliminating misallocation were small. Too much capital is applied to, say, agri¬ 

culture if capital earns less in agriculture than elsewhere, perhaps 5 percent a year 

rather than (to take a generously high figure) the 15 percent to be earned in manufac¬ 

turing or transport or other projects. The net gain to the nation of moving £1 worth 

of agricultural capital into the other projects is clearly (0.15 - 0.05) X (£1) = £0.1 

per year. As more £ 1 worth is so moved, however, the differential return narrows 

(capital becomes relatively less abundant and therefore more valuable in agriculture 

and more abundant and less valuable elsewhere), being zero when capital is allocated 

correctly. The total gain to national income is the area, as it were, of a triangle with a 

height equal to the amount of capital (in pounds) to be reallocated, a base of 

0.15 0.0.J, and an apex at the point of zero differential. If the percentage allocation 
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of the nation’s capital to agriculture in 1860 (25%) is taken as the correct allocation in 

1780 (when it was in fact 50%), the correct allocation would require the movement of 

a quarter of the nation’s total capital stock of £670 million. The height of the triangle 

of gain to reallocation is therefore (1/4) X (£670) = £168m., and the area of gain is 

(1/2) X (£168m) X (0.10) = £8.4 million. This is only 8V2 percent of British national 

income in 1780, as against an increase to be explained of 150 percent per capita down 

to 1860. 

No doubt this argument and its conclusion will appear strange at first, but on 

second thought they can be seen to be in accord with common sense: were differen¬ 

tials in returns to labor or capital very large, the laborers or capitalists could be 

expected in so developed an economy as Britain in 1780 to have exploited them 

already; and the reallocations that in fact took place between 1780 and 1860 involved 

no very large portion of the nation’s labor and capital. The upshot is a moderate gain 

on a moderate portion of the nation’s resources, not the stuff of revolutions in 

economic life. 

The explanation of the revolution must be sought in less definite reallocations, of 

human effort and spirit, and in the luck of invention. These are old and obvious 

notions, although they have not been tested persuasively. Studies of individual enter¬ 

prise and invention are less conclusive than they are numerous, for what is wanted is 

general evidence rather than doubtfully representative cases in point. A much- 

traveled path to general evidence is by way of comparisons, most fruitfully between 

successful and unsuccessful parts of the country (for example, the vigorous industrial 

North versus the sleepy agricultural South), although more usually between Britain 

and France. There is growing evidence that the contrast with France has been over¬ 

drawn, that if France was for much of the period a country with less freedom for 

enterprise and more rigid social stratification, this did not long retard the develop¬ 

ment of new techniques in industry and agriculture (O’Brien and Keyder, 1978; 

Roehl, 1976). The industrialization of northern England was merely a little earlier 

and a little faster than the industrialization of northern France, Belgium, and the 

Prussian Rhineland. 

Whatever the seed, the ground in these places was fertile. Farmers do not debate 

whether it is the seed or the soil that causes their crops, nor perhaps should historians, 

though recognizing that both were present. Nothing very definite can be said about 

the “preconditions” for British growth, which leaves room for unrestrained specula¬ 

tion on what they were. Security of property, peace, an acquisitive and inquisitive 

mentality among the people, a hostility to governmental monopolies, and the ability 

of the occasional ploughboy to rise to a seat in Parliament are all candidates, and for 

each an opposing candidate can be found. As to peace, the first half of the period con¬ 

sisted largely of French wars, albeit not on British soil. As to laissez faire and security 

of property against government, the new interventionism of factory acts replaced the 

old interventionism of wage regulation (though both were at this time ineffective), 

and the same French wars left taxes high (though smaller than they were to become 

in the twentieth century). And so forth. 

Fixed backgrounds, by definition, do not move, making it difficult to detect their 

contribution to the play. Moving them in the imagination is delicate work. One is free 

to imagine a Britain of lazy businessmen, say, but it is hazardous to infer from the 

mental comparisons that vigorous businessmen were a prerequisite for British growth. 
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The most that economic reasoning can offer at present is the valuable thought that 

one condition for growth can substitute for the lack of another. To return to the comi¬ 

cal jargon of the field, there is more than one way to skin a cat, and more than one 

way to grow in wealth (Gerschenkron, 1962). How exactly the cat was skinned in Bri¬ 

tain from 1780 to 1860 remains uncertain: we know less what it was than what it was 

not. 

Explanations: Demand 

One thing it probably was not was a response to demand. It is proper to treat demand 

symmetrically with supply in explaining the growth of iron output or wheat output, 

but for the nation as a whole it is improper. The demand for things-in-general is 

income itself, which is determined by the resources and technology supplied to the 

nation. In the aggregate (with some exceptions to be mentioned below) demand is not 

an independent factor causing income to grow (Mokyr, Chapter 4). 

If we judge from the frequency with which it has eluded writers on the Industrial 

Revolution, the point is an elusive one. The simplest way to grasp it is to think of Bri¬ 

tain as that favorite of economic exposition, Robinson Crusoe (before Friday). Obvi¬ 

ously, if Crusoe decides to demand more wheat (from himself) his total product, tak¬ 

ing wheat and fish together, does not ipso facto grow, for he must give up fish to 

acquire the time to grow more wheat. Still more obviously, if he decides to eat more 

with his left hand than with his right his total product does not grow, for what goes 

into one hand must come from the other. Britain, likewise, could (and did) demand 

more iron from itself, but only at the expense of other things, the factors of supply 

being given. An expansion of the iron industry caused by a rise in the demand for iron 

did not “generate” income, either in the iron industry itself nor, through what are 

wisely known as “backward linkages” and “multipliers,” in the mines and factories 

that supplied inputs to the iron industry: it merely redistributed the income. Simi¬ 

larly, like left and right hands, an enrichment of one group (say, producers of grain 

during the Napoleonic Wars) and the consequent increase in their demands for 

manufactured good comes at the expense of impoverishment of another (consumers of 

grain) and a decrease in their demands (Hueckel, 1973). 

There are two conditions under which demand in the aggregate can nonetheless 

have an effect on the size of national income. Neither was important. The first is a 

large foreign trade, which can again be made clear by reference to Crusoe. If Crusoe 

trades with someone, say Friday, then demand-Friday’s demand, not his own-does 

affect his income. The increase in population and wealth abroad undoubtedly did 

increase British national income, but the increase attributable to this cause was 

small (see Thomas and McCloskey, 1981, pp. 99-102; Harley and McCloskey 1981 

pp. 53-56). 

The second condition under which aggregate demand would have a role of its own 

is mass unemployment. If Crusoe behaved like another shipwrecked sailor 

. . . my grandfather knew 

Who had so many things which he wanted to do 

That, whenever he thought it was time to begin, 

He couldn’t because of the state he was in. 
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he would be behaving like a modem economy in depression. For reasons that are still 

unclear, the business cycle in virulent form appears to have begun during the Indus¬ 

trial Revolution (Gayer, Rostow, and Schwartz, 1953). Crop failures in an agricultural 

economy evoked prayerful resignation: business failures in an industrial economy, 

man-made as they were, evoked social criticism. The social disease at which the diag¬ 

noses and cures were directed, however, was an episodic one, not a chronic. This is 

the critical and frequently overlooked point for the role of aggregate demand in Brit¬ 

ish economic growth. Crusoe can overcome his indecision and end his involuntary 

idleness, raising his income by the amount of the increase in demand, but from one 

episode of full employment to another his income is constrained by supply, not 

demand. And at the peaks of the business cycles Britain was near full employment. 

The force of the argument can be made plain in a simple calculation. The increase in 

income to be explained is an increase from £11 per head in 1780 to £28 in 1860. Sup¬ 

pose, to take the most favorable case, that 1780 to 1860 was one long secular boom, 

with previously unemployed resources set to work by a rise in aggregate demand; it 

does not matter whether the rise was itself a consequence of external demand (more 

foreign trade) or internal demand (less hoarding of money or more creating of money 

by the government). To sustain the interpretation, unemployment in 1780 would 

have to have been at least (28 — ll)/28 = 61 percent. The figure is absurd—the most 

enthusiastic believer in open or disguised unemployment as a factor in economic life 

would not advance a figure above, say, 20 percent at this time—and therefore the 

premise that aggregate demand dominated the industrial revolution is absurd as well. 

Demand is a more plausible cause of growth if its effects are constrained to work 

through the composition of output. The verdict is not decided, but possibilities may 

be offered. The oldest argument, a neglected fruit of Adam Smith’s thinking, is that 

the division of labor is limited by the extent of the market. It could well be that a rise 

in the demand for, say, cotton allowed the industry to exploit economies of scale, to 

train a highly differentiated and specialized work force, for example, or to support 

specialized sub-industries, such as cotton marketing or machinery-making. 

Any economies of scale initiated by increases in demand, therefore, would have 

been economies of a whole industry’s scale. In this form the argument is at least logi¬ 

cally cogent. But whether it is significant in the Industrial Revolution remains to be 

seen. The increase in one demand, to repeat, must be achieved at the expense of a 

decrease in another. If potential economies of scale were scattered about the econ¬ 

omy at random, then what was gained on the wings might be lost on the roundabouts. 

If they were located in the sectors made relatively larger by demand, then there may 

have been a net gain to the nation. We do not know. 

Nor do we know the significance of another and related argument from demand. It 

is that disproportionate rises in the demand for one or another product induced tech¬ 

nological change. Ignorance has not forestalled confident assertion that it was or was 

not significant. To return to an earlier line of argument, if technological change is 

costly then one can expect technological change to occur in those industries in which 

demand is rising rather than falling, just as any costly factor of production is allocated 

to expanding industries. Like economies of scale, however, the effect must be asym¬ 

metrical to lend significance to demand. It is entirely plausible that the textile indus¬ 

tries were ripe for technological resolution from the middle of the eighteenth century 

on, but it must be shown that some other industry—furniture, say— whose demand 
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languished because textile grew was not thereby robbed of its own technological 

revolution. In any case, the notion of technological ripeness turns attention back to 

supply, to the initial supply of technological knowledge and the supply of vigor to 

exploit it. 

A more mechanical argument capturing the effects of demand is available, and has 

the merit of being possible to implement. Suppose that technological change des¬ 

cended on industries for reasons unconnected with their sizes. In that case the 

national rate of technological change would depend on the importance of the various 

industries, that is, on the composition of demand. A smaller cotton industry would 

have the same rate of technological change but would contribute less to national 

growth than a larger one. The argument has in fact already been tested: it was found 

earlier that had the modernized industries mentioned in Table 2.2 experienced pro¬ 

ductivity growth at 0.65 rather than 1.8 percent per year (which is equivalent to 

reducing their size to about 40 percent of their actual size), income per head would 

nonetheless have doubled between 1780 and 1860, not far short of its actual increase. 

And so the circle is complete. The pursuit of effects on income related to demand has 

come back to supply, that extraordinary flowering of ingenuity in many sectors of the 

British economy known as the Industrial Revolution. 

The causes of the Industrial Revolution are uncertain, then. But they are not there¬ 

fore mysteries beyond knowledge. If many of the explanations proposed can be shown 

to fail the tests of economic fact, the failures themselves are increments to 

knowledge. To know what one does not know is the first, large step to true wisdom. 

True wisdom about the Industrial Revolution is that little is known, and much more 

can be known. 

Appendix 

Sources and Methods of Calculation for Table 2.2 

Except for Line 8 (which is discussed below), the sources are arranged by rows. 

Column A is the estimate of productivity, usually estimated by subtracting the rate of 

growth of output price (e.g., cotton cloth) from the rate of growth of input price (e.g., 

spinning labor and raw cotton). Column B is the ratio of the industry’s value of output 

to national income averaged over 1780-1860. As explained in the text, Column C is 

the product of these two, i.e., the industry’s productivity growth per year weighted 

by the industry’s importance in national product. 

Line 1: Cotton 

Column A: Because raw cotton is an import its price is well known (Mitchell and 

Deane, 1962, pp. 490-91). As such things go, the wage of labor is also well known 

(Wood, 1910) and can be extrapolated back to 1780 by Gilboy’s Lancashire wages in 

Gilboy (1934, p. 282). The crucial and difficult statistic is the price of the output, i.e., 

yam and cloth of average quality. The sources were Sandberg, 1974, pp. 239-48; 

Edwards, 1967, pp. 240-42; and Ellison, 1886, pp. 55, 61. The calculations in the text 

of productivity change in spinning and weaving separately use cost shares of the two 

processes in the final product. 
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Column B: Deane and Cole (1969, pp. 185, 187) estimate the gross value of cottons 

produced, and on p. 166 they estimate British national income from 1801 on by 

decades. The estimate of 0.07 is, if anything, an understatement of the ratio of the 

two 1780-1860 (making due allaowance for the low ratio likely before 1800). 

Lines 2 and 3: Worsted and Woollens 

Column A: The best estimates, so to speak, are the worsteds. The essential fact is 

that around 1805 a worsted piece cost four times the value of the raw wool, around 

1857 only two times (Deane and Cole, 1969, p. 198). In the meantime the price of raw 

wool had fallen at 0.7 percent per year (ibid., p. 196, column B divided by column A). 

These two facts together imply that the price of a worsted piece fell 1805-57 at 

2.0 percent per year. Labor’s wage did not change much (Mitchell and Deane, 1962, 

p. 348, note 3 to table). The fall in the output price minus the fall in the price of raw 

wool weighted by its share in costs (the latter being the average of 0.25 and 0.50) 

yields 1.77 percent per year, or about 1.8. The woollens productivity is a mere 

guess—half the worsted, on the grounds that the mechanization begun in cotton came 

next to worsteds and only tardily to woollens. 

Column B: Deane and Cole (1969, pp. 196, 198) estimate woollens and worsted as 

roughly equal in size, and some 7 percent of national income together (e.g., p. 196, 

col 4 for 1805 divided by p. 166, last column, for 1801-11 averaged equals 8.4 per¬ 

cent; likewise for 1855-64 and 1861 equals 6.4 percent). 

Line 4: Iron 

Column A: Pig iron prices (made with coke) for 1780 are from Charles K. Hyde, 

1973, pp. 401—14. For 1860 they are from Mitchell and Deane, 1962, p. 493. Prices 

for wrought iron are from Ashton (1924, p. 101), which is a mere remark on the fall in 

price from £20 to £12 down to 1812. Birch (1967, p. 42) reports a price of £16 a ton 

in 1787, which lends credence to the estimate of £20 in 1780. The price for 1860 is 

taken to be the £8 a ton figure for the 1850s given in Mitchell and Deane (1962, 

p. 493). With equal weights on cast and wrought iron the price falls at about 1.0 per¬ 

cent per year 1780-1860. Coal prices fell somewhat in the period, making 1.0 per¬ 

cent an overestimate. The estimate of 0.9 percent for a modest fall in the prices of 

inputs into iron. 

Column B: The figure is an average of 1 percent around 1800 and 3 percent around 

1860. Numerators are tons of pig iron (Mitchell and Deane, 1962, p. 131) in the two 

years multiplied by its price (ibid., p. 492f) multiplied by two to allow for fabrication 

into wrought (much fabrication) and cast (little fabrication) products. 

Line 5: Canals and Railways 

Column A: The railway estimate of 2.2 percent per year is Hawke’s (1970, p. 302, 

col. 10), assumed to apply back to 1830. Before 1830 the source of productivity 

change is assumed to be canals, cutting overland transport costs by perhaps two- 

thirds on the perhaps half of the transport experiencing improvement down to 1860. 

The implication of these guesses is a rate of 0.8 percent per year from 1780 to 1830, 
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the end of substantial canal building. The entire productivity-experiencing sector, 

then, had productivity growth at (50/80) X (0.8) + (30/80) X (2.2) = 1.3 percent 

per year over the entire period 1780 to 1860. 

Column B: Railway receipts were only about 4 percent of British national income 

in 1861 (Mitchell and Deane, 1962, p. 225; Deane and Cole, 1969, p. 166). The rest of 

the productivity-experiencing portion of transport might add another 3 percent for 

7 percent in all. 

Line 6: Coastal and Foreign Shipping 

Column A: D.C. North (1968) estimates productivity change in Atlantic ocean 

shipping 1814 to 1860 at 3.30 percent per year. He estimates it at 0.45 percent per 

year from 1600 to 1784; a guess of 1.0 percent per year 1780—1814 is perhaps reason¬ 

able. The resulting average for the entire period would be (35/80) X (1.0) + (45/80) 

(3.3) = 2.3 percent per year. 

Column B: Imlah s estimates for the balance of international payments of Net 

Credits from Shipping (1958, pp. 70-2, col. F) divided by British national income 

(Mitchell and Deane, 1962, p. 366) give 3.2 percent for 1820 and 4.5 for 1860. 

Foreign earnings, which these are, were probably growing faster than coastal ship¬ 

ping. The figure of 6.0 percent for both makes a crude allowance for this fact. 

Line 7: Agriculture 

Column A: The figure is the rate of change of labor and land prices (weighted 0.75 

for labor, 0.25 for land) minus the rate of change of output prices. Labor’s wage (Eng¬ 

land and Wales) is from Mitchell and Deane (1962, p. 348f); land’s rent from Norton, 

Trist, and Gilbert, “A Century of Land Values: England and Wales” (1891), reprinted 

in E. M. Carus-Wilson, ed. (1962, vol. 3, p. 128f). Output price is the Gayer, Rostow 

and Schwartz index of “Domestic Commodities” (largely agricultural) in Mitchell 

and Deane (1962, p. 470), extrapolated to 1860 by relation to Rousseaux’s index of 

total agricultural products (ibid., p. 471f) for 1840-50. The resulting productivity 

change was assumed to apply to the 1780—95 period as well. 

Column B: The share is from Deane and Cole (1967, p. 166), average share 

1780-1861 of agriculture in national income (agriculture has very few purchased 

inputs), with 1780 and 1790 assumed to be the same as 1801. 

Line 9: Total 

The total requires estimates of national productivity, which in turn requires esti¬ 

mates of national outputs and inputs. The basic source is Feinstein (1978). The initial 

date used here is 1780 instead of 1760, which necessitates some interpolation. The 

principle in interpolation is that 1760-1780 was a time of war, in which income and 

capital per man could be expected to remain constant. Therefore, Feinstein’s esti¬ 

mate (based on those in Deane and Cole) of gross British domestic product per head 

of population in 1760 (i.e., £11—Feinstein’s table 25, col. 5) is used for 1780 as well; so 

too is his 1760 estimate in constant prices of domestic reproducible capital (cited in 

col. 1, 1760 level blown up by change in number of workers 1760-80). The number of 
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workers in 1780 is derived by applying the 1801 participation rate (0.44) to the 1780 

population of Britain (as Feinstein did for 1760). The 1780 population is derived by 

calculating the Scotland/England and Wales ratio for 1761 and 1791 (Deane and 

Cole, 1967, p. 6), using Feinstein’s implied figure for Scotland in 1761 of 1.3 million; 

then interpolating this ratio by a straight line to 1780; then applying the interpolated 

rate to the (allegedly known) population of England and Wales in 1781 to get Scottish 

population. Interpolating the Scottish growth rate 1761-91 gives very similar results. 

To do productivity calculations one needs shares. 

Land’s share: This is meant to comprise pure rents alone, not returns on capital. 

Feinstein (1978, part V, section 5, p. 72) gives estimates of the unimproved value of 

farmland at his four benchmark dates and also the year’s purchase applied to all rents 

(not only pure rents). Dividing the years’ purchase into the unimproved value should 

give annual pure rent: 1760 = £15.2 m., 1800 = £22.5 m., 1830 = £29.3 m., 1860 = 

£45.0m. These appear to be reasonable in relation to agricultural income. Feinstein 

uses 20 years’ purchase to capitalize urban rents (p. 73). Applying this, as with farm¬ 

land, to his estimates of the capital value of urban land rent (1978, table 15, p. 68, line 

6) and then removing his deflation to 1851-60 prices (table 5, p. 38, col. 1) yields 

annual urban rents of 1760 = (15.2 + 0.9)/90 = 0.18; 1800 = (22.5 + 1.0)/140 = 

0.17; 1830 = (29.3 + 1.9)/310 = 0.10; 1860 = (34.0 + 21)/650 = 0.085. The arith¬ 

metic average, presumably typical of 1780-1860, is 0.13. 

Labor’s share: The estimate by Deane and Cole of wages and salaries in 1801, 1831, 

and 1861 (1967, p. 152) was divided by their estimate of gross national income minus 

income from abroad (p. 166), as shown in Table A2.2. 

The 1780 share was supposed to be equal to the 1801 share. The average is [2(0.45) 

+ 0.44 + 0.49]/4 = 0.46. 

Appendix Table A2.1 Basic Statistics of Income, Labor, and Capital 

Income 

per head 

(in £) Labor 

Capital 

(£) 

Capital 

laborer 

(£) 

1780 11 3.93m. 670 170 

1860 28 10.8m. 2770 256 

Appendix Table A2.2 

Wages and 

Salaries GNI Share 

1801 104 232 0.45 

1831 148 336 0.44 

1861 315 648 0.49 
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Capital’s share: As usual, a residual. The simplest calculation is: 1.00 — 0.46 — 

0.13 = 0.41. The result is shown in Table A2.3. 

The assertions about diminishing returns earlier in the text derive from recombina¬ 

tions of these facts. 

Appendix Table A2.3 

Contribution to 

“explaining” 
Growth rate change in income 

(percent per head (percent 
per year) Share per year) 

Income/head 1.17 

Capital/labour 0.35 0.41 0.14 
Land/labour -1.26 0.13 -0.16 
Residual 1.19 ' — 1.19 
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The Inputs for Growth 

Robert m. solow and 
peter temin 

i 

The purpose of this essay is to advance our understanding of industrial develop¬ 

ment by describing the progress what economists call the “factors of production,” 

i.e., the inputs out of which food, clothing, and shelter are made. It is by no means 

clear, however, that the increase in our ability to produce food, clothing, and shelter 

that we call the industrial revolution” was a direct result of an increase in the fac¬ 

tors of production. In fact, the relation between the traditional factors of 

production—land, labor, and capital—and the ability of an economy to produce is far 

more complex than the use of the words “inputs” and “outputs” might suggest. We 

therefore introduce the discussion of the factors of production by an attempt to set 

forward the relations between these factors and industrial development that is the 

subject of this book. 

It is a great abstraction to talk of the economy as a whole and of only a few factors 

of production. The uses of such an abstraction are obvious: it enables us to make gen¬ 

eralizations, to compare countries with each other,and to direct our research into 

areas of potential usefulness. But there are also limitations to this usefulness, limita¬ 

tions that are directly related to the ability of this abstraction to tell us something 

interesting about a complex world. The relationship between the factors of produc¬ 

tion and the process of industrialization to be described shortly holds good only under 

a variety of restrictive assumptions. If one agrees that these assumptions are roughly 

true, then the relation and the resultant discussion will appear useful. But if these 

assumptions appear less appropriate than some others, the limitations of this relation 

may be more apparent than its uses. We cannot here enter into the technical discus¬ 

sion of alternative assumptions; instead we simply assert that they are a useful and 

informative set.1 

We need, first of all, some index to tell us when an industrial revolution takes 

place, how fast it is progressing, and how far it goes. Some index of human welfare 

Reprinted from Peter Mathias and M.M. Postan, eds.. The Cambridge Economic History of Europe, Vol. 7 
(Cambridge: Cambridge University Press, 1978), Pt. I, pp. 1-27. Reprinted by permission of Cambridge 
University Press. 
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might seem appropriate to indicate the existence and extent of such a revolution, but 

an index of welfare is too broad for our present purposes. There are many things that 

affect the happiness of people, and the state of the economy is only one of them. Peo¬ 

ple who have eaten to satiety are not always happier than those who eat more lightly. 

We are all familiar with discontent in wealthy societies and with unhappiness coming 

from non-economic causes. There are even those who say that the overall psychologi¬ 

cal state of mankind is not susceptible of alteration by economic means. Each man, 

this theory says, will worry according to his nature. If he is poor, he may worry about 

his poverty. But if he is rich, he will find something else to worry about. 

It is not necessary to hold to this extreme theory to see that a measure of welfare is 

too broad for our present concerns. It is enough to realize that we do not have the 

means to disprove such a theory to know that the link between the industrial 

revolution and welfare is quite tenuous. For example, historians have been debating 

for many years whether workers were better off in the early years of the industrial 

revolution than they had been previously.2 

Another possible measure is an index of structural change. The terms “industrial 

revolution and “industrialization” are often used interchangeably, and the place of 

industry in the economy would tell us something about the process to which these 

terms refer. It is a valid measure, however, only if there is some fixed relation 

between the industrial revolution and the place of industry in the economy, i.e. if 

there is a pattern which every country must follow to achieve its revolution. The 

diversity of historical experience has disabused us of this simple notion, and while 

industry plays a more important role in societies that have had an industrial revolu¬ 

tion than in societies that have not, the extent of this role is determined by many as 

yet unknown factors, and today lies more in the different economies than in the rela¬ 

tive sizes of these sectors (Kuznets, 1957). Just as a measure of welfare is too broad for 

our purposes, a measure of structural shifts within the economy is too narrow. 

Since we have found one bowl of porridge to be too hot and one too cold, it is obvi¬ 

ous that the third will be just right. Looking into one well-stirred bowl, we find the 

following: “The characteristic which distinguishes the modem period in world his¬ 

tory from all past periods is the fact of economic growth” (Cole and Deane, 1965). 

Economic growth, or the ability of the economy to produce ever more goods and ser¬ 

vices of value to its members, is a more restricted measure than changes in welfare, 

because it looks only at the goods and services produced by the economy. We 

presume that, all other things being equal, an increase in these goods and services 

would increase welfare, but we do not know that other things remained the same 

when economic production was increased. On the other hand, economic growth is a 

broader measure than structural change, for an economy can grow in many ways and 

with many different types of structural change. It is the results of structural change 

that concern us, and we use them as our index of industrialization.2 

Many people have seen the progress of industrial development in the expansion of 

railways, the growth of coal production, and other such activities. We have to decide 

if our measure of production is to be the simple sum of these activities. The problem 

is that some of the coal production of the nineteenth century was used to fuel rail¬ 

ways. If we count both activities separately, therefore, we are counting some of the 

coal production twice: once when the coal was mined and again when it was used to 

power locomotives. We have phrased this problem in specific terms, but a similar 

problem arises whenever the output of one industry is the input of another. 
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It is obviously preferable not to count the same activity twice. To avoid doing so, 

we do not count the total production of the economy in constructing our measure of 

economic growth; we count only the production of those goods destined directly for 

use by consumers. We call these goods “final goods” to distinguish them from the 

“intermediate goods” that are inputs to further production. 

The distinction between intermediate and final goods is easier to make in theory 

than in practice. We cannot discover the disposition of everything produced by the 

economy, and we must make rules that allow us to deal with groups of commodities 

and services. The most widely used rule is that goods and services bought by consu¬ 

mers are final goods, while those bought by business firms are intermediate goods. 

This rule, like any general rule, has implications that must be recognized. For 

instance, it costs more to live in the city than in the country. Food must be brought to 

the city; people must travel to work; living space is more expensive. If people like to 

live in cities and would choose to live there even if there were no economic incen¬ 

tives for them to do so, then these extra expenses are part of consumption, i.e., final 

goods. On the other hand, if people do not like to live in cities and live there only 

because they need to be near places of employment, then these extra expenses are a 

cost to them of working in the cities. They are then part of the cost of production of 

goods made in the cities, and they should be classified as intermediate goods and not 

included in our measure of economic growth. We have no way of discovering the 

preferences of all urban dwellers; our rule assumes that they work in the city in order 

to live there, as opposed to living in the city in order to work there. 

Consider another example. Flour that is used to make bread in a bakery is clearly 

an intermediate product. Is flour that is purchased by housewife to make bread at 

home the same? We conventionally consider housewives as consumers, and this flour 

therefore is considered a final good. As with the costs of urban living, we assume 

implicitly that housewives bake bread at home because they enjoy doing so and not 

because this is a necessary part of maintaining a family. This assumption is appropri¬ 

ate to industrialized twentieth-century societies where housewives have the option of 

buying bread; it is less relevant for pre-industrial societies. It has the added implica¬ 

tion that as activities get taken out of the home and incorporated into businesses that 

sell their services, our measure of economic growth increases, even though the 

volume of goods produced may not have changed.4 

Finally, let us take a somewhat esoteric problem. How should we treat the con¬ 

sumption of slaves? From the point of view of the slaveowner, slaves were part of his 

capital, and their consumption was the cost of maintaining this capital. Clearly, the 

consumption of slaves was an intermediate good to the slave owner, similar in all 

respects to fuel for locomotives. To the slave, on the other hand, his consumption 

represented a final product of the economy, and he would have thought that it should 

be counted as such. In addition to deciding how to treat goods and services bought by 

consumers, consequently, we have to decide who are consumers. A slaveowner in the 

American South before the Civil War may well have had a different index of 

economic growth than we—believing that all men are equal and to be counted as 

consumers—would construct today. 

This rule tells us how to construct our measure, but it does so in a method that is 

not suitable for all uses. The coal mines, to return to our original example, sell most of 

their products to other firms, and their output does not appear directly in this meas¬ 

ure of total output. If we wish to integrate our measure with studies of coal produc- 
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tion we need to construct our measure in a way that allows us to make the transition 

from industry to nation. 

A railway buys the coal that it uses. If we attribute to the railway the total value of 

its product used by consumers, we are counting the value of the coal in this product, 

even though it was not produced by the railway. To avoid this, we talk of something 

called “value added,” which is the value of an industry’s products less the value of the 

intermediate goods purchased by that industry, i.e., the value of the industry’s ser¬ 

vices over and above the cost of the materials it purchased. Since we derive the value 

added by subtracting all the intermediate products from each industry’s total, we can 

add the value added in different industries to get our total measure. We get the same 

total as before because the value of the bread purchased in a store equals the value 

added by the farmer, the baker, the wholesaler, and the retailer. And we can see the 

amount added to our total by each industry, whether or not it produces goods for 

final consumption. 

This method also gives us a way to connect our total with the factors of production. 

If we subtract the intermediate goods purchased from the firm’s receipts, we are left 

with the firm’s value added. This equals the firm’s payments for inputs other than 

intermediate goods, i.e., for labor, for capital (including profit and depreciation), and 

for raw materials not produced by other firms. A firm’s value added, in other words, 

equals the sum of its payments to the factors of production. And our measure of an 

economy’s output can be seen as either the sum of the final goods produced, the sum 

of the value added in different industries, or the sum of the payments to the factors of 

production. This measure, of course, is called national product or national income by 

economists. (These terms have slightly different meanings but can be used as 

synonyms here.) We measure economic growth by changes in national income, and 

these changes are equivalent to changes in the payments to the factors of production. 

II 

We said earlier that the relation between the national product and the factors of pro¬ 

duction used to produce it was complex. And so it is. For while payments to the fac¬ 

tors of production have to rise with the national product, the quantities of these fac¬ 

tors used may not rise in exact proportion to the rise in output. And the national pro¬ 

duct itself might rise because of a rise in the value of the commodities and services 

being produced, and not because of an increase in the quantity produced. If we wish 

to talk of the volume of production and its relation to the quantities of factors used, 

we must first find a way to transform the sum of values that we have called national 

product into a measure that is independent of price, i.e., into “real” national product. 

Were there only one unalterable commodity, and consequently only one price, the 

problem would be trivial: dividing the value of production at different times by the 

price at that time would give a measure of the quantity produced. Similarly, if all 

prices changed together, one price would be as good as another to use for deflation, 

and the problem would be solved. But when there are many goods, and when prices 

do not move together, it is necessary to choose what price or combination of prices to 
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use for deflation. The measure of the goods and services produced—i.e., of real 

national product—that will emerge will depend on the choice made; obviously, there 

is no unique measure of real national product. 

The problem may be restated as follows: when prices and quantities do not move 

together, it is necessary to choose a scheme whereby the changes in the various quan¬ 

tities are weighted to produce an average change. Various weighting schemes have 

been named after nineteenth-century investigators. A Paasche index is one that uses 

prices of the current year as weights; a Laspeyres index is one that uses prices of the 

initial year of the series as weights. In other words, a Paasche index uses the weights 

of the observer looking backward; a Laspeyres index uses the weights of a man at the 

start of the historical period being considered looking forward. (These gentlemen 

actually computed price indexes, but the problems are the same. Reading this discus¬ 

sion with “price” substituted for “quantity” and vice versa will show the problems as 

they encountered them.) As each observer uses the prices of his period as weights, 

each observer will give heavier weight to those industries with the higher relative 

price, i.e. the higher price relative to the prices of other industries. If there is a sys¬ 

tematic relationship between the movements of relative prices and the growth of 

industries, there will be a consistent difference between the two measures. 

Some writers have seen the industrial revolution as a result of spontaneous innova¬ 

tions. According to this view, the pattern of demand stayed relatively stable. Innova¬ 

tions in some industries lowered the price of their products, and people consumed 

more of them. (Expansions took place primarily by shifts of supply curves and move¬ 

ments along demand curves.) There was thus a negative correlation between price 

and quantity changes; those industries whose relative prices fell the most were also 

the industries whose output rose the most. An observer looking forward into the 

biture would have seen rapid expansion in the industries he associated with relatively 

high prices; an observer looking back would see relatively slow expansion in the 

industries he associated with relatively high prices. The Laspeyres index would show 

a higher rate of growth than the Paasche index. 

Is this a realistic—albeit simplified—view of industrialization? The reader is 

referred to the essays in volume 6 of the Cambridge Economic History of Europe for 

informed opinion (particularly the chapter by David S. Landes). Tests of this proposi¬ 

tion by the use of index numbers have shown that the discrepancy anticipated from 

this theory can be found in indexes of machinery output, but that it may not be 

present in indexes of consumer-goods industries (Gerschenkron, 1962, chap. 9; Scott, 

1952, pp. 386-87). We may hypothesize that in the production of capital goods, 

shifts of supply curves were more important in the expansion of production than 

shifts of demand curves, while shifts of both types of curves were equally important in 

the expansion of consumer-goods production. But this is not the place to analyse the 

industrial revolution; we want only to point out the possibility of systematic differ¬ 

ences between index numbers. 

The important question now arises of whether the story of the growth of real 

economic output can be translated into a story about the growth of the conventional 

productive inputs. Do the historically observed increments in the supply of labor, 

capital goods, and land (or natural resources) “explain” economic growth? The very 

notion of an industrial revolution suggests not; historians would presumably be 
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surprised to discover that all that happened in the second half of the eighteenth cen¬ 

tury was that the supplies of labor, capital, and natural resources began to grow more 

rapidly than they had done before. But even if there is more to the story than that, it 

is still a matter of some interest and importance to discover what part of the growth 

of output can be explained by the growth of inputs, and what part remains to be 

explained in other ways. 

We must first state what we mean by “explain.” It is not a matter of “ultimate” 

explanation, of asking whether land is the mother of output and labor the father, or 

vice versa. If we were to say that a factor explains output if it is indispensable to the 

process of production, then to all intents and purposes we could explain output thrice 

over. Our notion of explanation is incremental. We want to' account for changes in 

output by changes in the various inputs, to the extent that we can. “Account for” is 

perhaps more descriptive than “explain.” We wish to account for changes in output 

by changes in input much as one would account for changes in the area of a rectangle 

by the historical changes in the lengths of its sides. The differences are, first, that we 

have no prior definitional relation between output and inputs as we have between the 

area of a rectangle and the lengths of its sides; and, second, that we do not even know 

that changes in output can be accounted for completely by changes in inputs, and 

indeed we suspect the reverse. 

In order to perform this accounting, we need to know something about the histori¬ 

cal time-paths of what economists call the “marginal products” of the factors of pro¬ 

duction. We need answers—approximate answers—to questions like this: In such and 

such a year, if employment had been higher (or lower) by 1,000 average workers and 

everything else had been the same, how much higher (or lower) would output have 

been? It is plain that such questions can have only rough answers, if they have 

answers at all. How are average workers defined? Are we to imagine them appear¬ 

ing or disappearing in London, in Bristol, or all over the country in proportion to the 

existing supply of labor? Is everything else to be unchanged-even the stock of 

houses, which after all are capital goods? We will recur to some of the difficulties of 

principle and practice later; but some such estimates have to be produced if any 

analytical connection is to be made between the growth of inputs and the growth of 

output. 

If the marginal product of a factor is known or knowable, then knowing it is almost 

equivalent to knowing a slightly more convenient quantity, the “elasticity of output 

with respect to a particular factor of production,” a kind of proportional marginal 

product. It answers in principle the question: In such and such a year, if employment 

had been higher (or lower) by 1 per cent and everything else had been the same, what 

percentage increase (or decrease) in output would have been registered? These elas¬ 

ticities are natural concepts in the kind of acccounting that we are trying to do. To be 

precise, over some interval of time, the appropriate measure of the contribution of a 

particular input to the average annual rate of growth of output is given by the pro¬ 

duct of the average annual rate of growth of the input and the elasticity of output 

with respect to that input.5 To ask whether the growth of productive inputs 

“explains” the growth of output is simply to ask whether the sum of such products is 

equal to the rate of growth of output itself. Following Domar (1961), we call the 

excess of the rate of growth of output over the sum of these products-if it exists-the 

residual. It is significant that the residual does exist and is sometimes of substantial 
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size; and the significance is more than merely descriptive. We mentioned earlier that 

the national product is so defined as to be equal to the national income (apart from 

minor discrepancies arising primarily from the tax and subsidy operations of govern¬ 

ment). All that the economy produces in any year is necessarily recorded as the 

income of one of the factors of production, as wages, rent, interest, or profits— 

although it is not always clear which, as in the case of the family-owned and family- 

operated business. Now consider the rates of return for the various factors of produc¬ 

tion: the annual wage per man, the annual rent per acre of land, the annual rate of 

profit on capital. If there were no residual, any increase in the rate of return to one 

or more factors of production could come about only at the expense of a fall in the 

rate of return to one or more of the remaining factors of production. The wage cannot 

rise unless the rate of profit, say, falls. 

In other words, if in fact the growth of output were fully accounted for by the 

growth of inputs, then history could not record simultaneous increases in the real 

wage rate of a given grade of labor and in the rate of profit, nor even an increase in 

one while the other remained constant. The importance of the residual is that it pro¬ 

vides the output, so to speak, out of which can come all-round increases in the 

rewards to factors of production. 

There are exceptions to this rule, the most important of which derives from 

increasing returns to scale. If an economy automatically grows more efficient as it 

grows in absolute size, so that for instance a 10 per cent increase in all the factors of 

production generates a larger percentage increase in total output, then the increment 

over and above 10 per cent is available to support an increase in all rates of return to 

factors of production. The status of increasing returns to scale in contemporary 

industrial economies is still an unsettled question; but we would hazard the guess that 

in the large modem economies increasing returns to scale is probably considerably 

less important than the residual as a source of increased output. For the time and cir¬ 

cumstances of the industrial revolution, however, there seems to be no basis for such a 

presumption, and the importance of economies of scale is an open question for 

research. 

It is worth emphasizing, in this context, that “internal” economies of scale, such as 

would be connected with an increase in the size of the individual factory, are only 

part of the problem. “External” economies, i.e. reductions in cost connected with the 

finer specialization made possible by an increase in the size of the economy as a 

whole, may be at least as important, especially at early stages of industrialization. 

The part of economic growth that can be attributed to increasing returns to scale is 

assimilated, after a fashion, to a story about the growth of conventional inputs. 

Ill 

It is time we commented on the practical difficulty of carrying out this sort of 

analysis. We have mentioned that two kinds of numbers are required to make the 

connection between the growth of output and the growth of inputs. They are esti¬ 

mates of the rates of growth of real output and of the supplies of the various factors of 
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production, and estimates of the elasticity of output with respect to each of the fac¬ 

tors of production.6 

We have already discussed some of the problems encountered in measuring the 

growth of real output. The problems of measuring the growth of inputs are similar 

but not identical. We now turn to a consideration of their unique characteristics. 

It is easy to provide definitions of the three traditional factors of production-land, 

labor, and capital—but hard to translate these definitions into workable rules for use. 

There are many factors of production, and this triad represents only a particular way 

of separating these myriad factors into distinct groups for analysis. The first problem 

is how to determine where any particular factor belongs. 

Land consists of the sum of all natural resources possessed by an economy, i.e., 

those earning assets not created by man. “Labor” includes that part of the population 

able and willing to contribute to economic production. And “capital” is the sum of 

earning assets created by man; it is often called “reproducible capital” to distinguish 

it from land (“nonreproducible capital”). 

Business units of the economy employ the services of these three factors to produce 

goods and services. The definitions have been given in terms of the stock of the three 

factors, i.e., the amount of the factors available to the economy, but the entire stock 

of land, labor, and capital is not used to produce goods and services in any one year; 

the services of these factors are used instead. In addition to defining the stock of these 

factors, therefore, we must provide a means for evaluating the input of each factor to 
production. 

We begin our discussion with labor. Labor differs from the other two traditional 

factors of production in at least one important way. People can improve their level 

of well-being by working to increase their income-i.e., their ability to purchase 

goods and services produced by others—but they can also increase their well-being by 

abstaining from work. The alternative to using land or capital is to let them stand 

idle, which does not increase anyone s happiness. But the alternative to working is lei¬ 

sure, which provides pleasure directly to the workers involved.7 

The market for labor, therefore, is unlike the market for other factors of produc¬ 

tion. Competing against the various “productive” uses of labor is the additional 

demand for time for leisure. In general, when the price of a commodity rises, it 

becomes profitable for firms to substitute the production of the now higher-priced 

commodity for other production (or at least it never becomes profitable to switch the 

other way). When the price of labor rises, this effect is present: workers are inclined 

to substitute labor for leisure, as they can buy more of the goods they desire for a 

given quantity of work. However, there is also another influence at work. A higher 

wage means that a man doing the same amount of work as before has a higher income 

than before. He may want to spend this income on goods he can buy, but he may also 

wish to consume all or part of it in increased leisure. A rise in wages therefore may 

actually decrease the amount of labor supplied, if what we may call the “income 

effect” increasing the desire for leisure offsets the “substitution effect” by which 

labor is made more attractive. In this case, we talk of a “backward-bending” supply 

curve of labor, because the quantity of labor supplied falls as the price rises. A 

backward-bending supply curve can be an obstacle to industrialization, for increases 

in the productivity of workers can be offset by declines in the amount of labor sup- 
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plied. This is an obstacle that cannot be present with either of the other factors; it is a 

historical question whether it was present for labor. 

The historical question is compounded because the distinction between work and 

leisure is itself comparatively modem. Religious ritual appears as a leisure-time 

activity in modem life, but it was far more serious in pre-modem society. It is doubt¬ 

ful whether men who believed in the active intervention of supernatural beings in 

human affairs viewed religious observances as recreation. Similarly, the domestic 

worker producing cloth or other articles would have been hard pressed to say when 

the “productive” activity stopped and the duties of being a housewife or the recrea¬ 

tion of sitting and talking began. The process of fixing a work week is distinct from 

the process of varying it—they may involve entirely different forces and have quite 

dissimilar effects on production. 

Let us start our discussion of how to measure the services of labor by considering 

the services of a single worker, or alternatively a set of identical workers. 

The simplest index of labor services is the size of the labor force. This index is 

often the only one permitted by the data. In fact, the labor force itself often is not 

observed but instead derived from demographic data by assuming stable participation 

rates, either for the population as a whole or for groups within the population. As the 

limitations of the data will remain severe, this measure will continue to be used. But 

let us ask, as we did with the measure of the national product, what is being meas¬ 

ured. 

To count the number of people who can work is to measure the potential labor 

input rather than the actual input: no account is taken of unemployment. It is virtu¬ 

ally impossible to find reliable data on unemployment before the twentieth century, 

and no correction for unemployment is possible. Consequently, the measure of 

potential input that we use does not quite match a measure of actual output. (On the 

other hand, if output is estimated by using data on capacity, as is common in industry 

studies, the two measures do match.) 

Similarly, no account is taken of the different amounts that people work when they 

do work. This implicitly assumes that the output to be associated with a man’s labor 

is independent of how long he works: a man working an eight-hour day is assumed to 

produce as much as one working a ten- or twelve-hour day. The question about the 

backward-bending supply curve raised above disappears; we do not care how much a 

person works, because he always produces the same amount. In addition, the history 

of the nineteenth century becomes very hard to understand. Starting early in the 

century, workers demanded shorter working hours. They were adamantly and con¬ 

sistently opposed by their employers (excepting a few aberrant inustrialists like 

Robert Owen). If the employers stood to lose nothing by reducing the hours of work, 

why did they object? It seems unlikely that their fear of workers’ vices was strong 

enough to explain their actions. 

There are several factors that could cause output to remain the same when the 

length of the working day changes. If people work harder when they work shorter 

hours, if they damage fewer machines and make fewer mistakes when they are work¬ 

ing less and are less tired, if their morale improves when their hours fall, their produc¬ 

tivity in any given time may rise. The hypothesis that the intensity of work rises when 

the duration of work falls poses a problem like the problem of the backward-bending 
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supply curve. In that case, there were two offsetting influences affecting the amount 
of labor offered at a given wage rate. There is no theoretical way to tell which was 
stronger at any moment of time; it is an empirical question. Similarly, the extent to 
which the increased intensity of work offsets a reduction in its duration is an empiri¬ 
cal question. And, as often happens, several answers have been proposed (all by 
investigators studying the twentieth century). 

No investigator thinks that the change in intensity is exactly the same as the 
change in duration for all conditions. On the other hand, they seem to agree that 
there is a maximum output attainable from any individual and that this maximum is 
obtained well before complete physical exhaustion sets in. Lloyd G. Reynolds asserted 
that the maximum ouput came when a person was working between forty and fifty 
hours a week. Edward F. Denison, in his study of economic growth in the United 
States, said that a person produced his maximum output when he worked about 
forty-nine hours a week (the normal working week in 1929). In his later, more 
comprehensive study, Denison (1967) assumed that the point of maximum output was 
reached for non-farm workers when they were working ten hours a week more than 
they worked in 1960, or about fifty-four and fifty-nine hours a week for the United 
States and northwest Europe respectively. (Denison assumed that the output per 
man-year of agricultural workers was independent of the hours worked, i.e. that the 
offset was exact and complete throughout the reported range.) Finally P.J. Verdoorn 
asserted that an individual produced the most when he worked sixty hours a week.8 

Even though these findings vary in detail, there is general agreement that a man 
working more than sixty hours a week is producing less than a man working fewer 
hours. It is probable that the ability to sustain long hours has increased over time as 
nutrition and factory experience have grown, making this conclusion valid for the 
nineteenth century as well. These findings imply, therefore, that a ten-hour day 
probably was not the most efficient use of labor in the nineteenth century, and that 
longer working days definitely resulted in smaller total output than the same workers 
would have produced had they worked shorter hours. Should we believe this infer¬ 
ence, or should we re-examine our method of dealing with changes in hours today? 
The essays in this volume may suggest some answers. 

We have switched easily from talking about the intensity of effort to talking of 
horns per week, but there are many ways of reducing the hours that people work. 
Hours per day, days per week, and weeks per year are all subject to change. Does it 
make any difference which way the change is made? The preceding discussion 
assumed that all changes took place within the unit of a week, but longer weekends 
and vacations may also increase the efficiency of workers while on the job. We know 
even less about the effects of vacations than we do about the effects of variations in 
the length of the work week; historical judgments may help us out. 

For example, it has been estimated that there were 111 feast days a year under the 
ancien regime (Rude, 1953—54). Workers in eighteenth-century France consequently 
worked, on average, a five-day week (assuming that whatever they did on feast days 
was not work). This may have represented fewer hours of work than the more ususal 
nineteenth-century six-day week, or it may simply have represented a different allo¬ 
cation of hours within a week. In any case, did it affect the productivity of labor? 

The discussion so far has treated the problem of a homogeneous labor supply, 
whether composed of a solitary worker or of many identical laborers. Let us now con- 
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sider the problem of diverse workers. The labor force will no longer be an adequate 

index of labor services, because it does not show changes in the quality of labor. 

There are many ways in which workers differ from one another; we must ask if these 

differences are likely to change the rate of growth of the labor force and, if so, how 
we can adjust our data. 

First, workers differ in intelligence. In the absence of any evidence or reason to the 

contrary, we may assume that the distribution of intelligence among people remains 

constant over time. When the size of the labor force increases, the quantity of 

intelligent—and of less intelligent-people rises in exact proportion to the labor force. 

Similarly, although intelligent people can be expected to earn more than less intelli¬ 

gent ones, the distribution of salaries based on intelligence alone may be expected to 

remain constant, and the changes of any one wage can be used as an index of the 

movements of all wages. Therefore, we do not have to take explicit account of differ¬ 
ences in intelligence among workers. 

Second, workers differ in the skills they possess. (We distinguish here between skills 

learned on the job and those that are the results of formal education.) If these skills 

were purely the product of experience, if everyone acquired them as he aged, and if 

the age composition of the work force remained constant, then job skills could be 

treated in exactly the same way as intelligence. There would always be a pool of job 

skills, and this pool would increase with the size of the labor force: no specific 

account would need to be taken of it. Although everyone does not acquire skills at the 

same rate, we could assume that aptitudes are constant and ignore these differences 

as we have ignored differences in intelligence. If the age structure changes, a simple 
correction could be made. 

But the relationship between skill and experience cannot be treated so simply. As 

jobs changed, the importance of experience changed. As traditional apprenticeship 

programmes were abandoned, the communication of skills was altered. As education 

became more widespread, the aptitude for on-the-job instruction undoubtedly rose. 

As workers became more used to factory discipline, their willingness to learn prob¬ 

ably also increased. And as workers became more adapted to urban life, their ability 

to focus on their jobs probably rose too. An adjustment should be made in the meas¬ 

ure of labor input to account for these changes. The method could follow that for 

education to be described shortly—but the size is not clear. Empirical work must 
precede an explicit measure. 

Third, workers differ in their educational backgrounds. The main problem with 

education can be seen by making a few extreme assumptions. Let us assume first 

that people, learn nothing of economic value in school that they would not have 

learned in any case. The economic function of school then would be to sort out the 

intelligent people, those who finish school, from less intelligent people, those who do 

not finish—even though the intelligent people would have been as productive as they 

actually were even if they had not attended school. We would observe that the peo¬ 

ple with the most schooling earned the highest salaries, but we would not want to 

increase our estimates of labor input when the level of education rose as a result; the 

distribution of salaries in this case would be the distribution caused by differences in 

intelligence, which we have seen remains constant over time. (It may still be rational 

to have schools even if they teach nothing of economic value. Their sorting function 

may be worth their cost, and people may enjoy school as they enjoy leisure.) 
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Now let us assume the reverse, namely that there are no differences in native intel¬ 

ligence and that differences among workers are produced purely by education. Then 

any salary differentials would relate not to the constant distribution of intelligence 

but to the fruits of schooling. As the educational level of the population increased, we 

would want to show the quality of labor services being used as increasing with it. Or, 

to use current terminology, we would want to show an increase in “human capital” 

along with the increase in the labor force. (The valuation of this capital would pose 

the same problems as the valuation of any kind of capital—to be discussed shortly— 

although it is normally included with labor in discussions of production.) 

It is fair to assume that one man earns twice as much as another because he pro¬ 

duces twice as much (subject to qualifications to be mentioned in connection with 

labor mobility). It follows that the high wages of a university-educated worker reflect 

his high productivity, which comes in turn (by our assumption) from his education. 

We can construct an index of labor services, therefore, in the same way that we con¬ 

structed an index of real national product. We find that the wages of workers with 

different educational levels in some base period, and we use these wages as weights to 

combine the numbers of workers with these educational levels at each point in time. 

We will not have valued the stock of “human capital,” but we will have an index of 

the extent to which it augments the services of uneducated labor. It will be recalled 

that we constructed this index under the assumption that there are no differences in 

native intelligence, only differences in education. 

Clearly, neither this assumption nor the alternative extreme assumption that edu¬ 

cation teaches nothing is valid. The true condition lies somewhere in between, wage 

differentials reflecting differences in both education and intelligence. The question 

then is how much of the differences to ascribe to education—a question to which no 

satisfactory answer has been given. Denison assumed that three-fifths of the wage dif¬ 

ferentials were due to education, measuring differentials from the wage of a worker 

who left school at the age of fourteen. In other words, Denison assumed that the 

salary differentials that would have been observed had all workers been exactly as 

intelligent as actual workers with eight years of schooling would have been three- 

fifths as large as the actual differentials (Denison, 1967, chap. 8). There is no good 

way to test this assumption, because we have no way to separate the results of educa¬ 

tion from intelligence: our tests for intelligence are being revealed increasingly as 

tests of education. It is not clear how much historical work can contribute to the reso¬ 
lution of this dilemma. 

However, unless we use an ad hoc assumption like Denison’s, we cannot show edu¬ 

cational investment as an element in the increase in national product. For if we do 

not use such an assumption, we have no way of separating the return to education 

from the fruits of native intelligence.9 Either we must omit this important input from 

our discussion or else enter it according to a conventional method whose value has 
yet to be tested. 

The preceding discussion has treated differences among workers, but there can also 

be changes in the character of the labor force coming from changes in the nature of 

the labor market. For example, there are many barriers to labor mobility. A worker 

may have to travel to find the best job, and he may be unwilling or unable to do so. 

He may refuse to leave a traditonal occupation for one he is more suited for. He may 

not be able to enter into the social class that is needed to fill a job he could otherwise 
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ably perform. As a result, the labor force may not be used to its fullest capacity. If the 

relationship between the actual productivity of the labor force and its perfect-market 

potential remained constant, we would not have to worry about it; like differences in 

intelligence, it would remain internal to the analysis. On the other hand, if the geo¬ 

graphical and occupational mobilty of labor increased—as it did during the industrial 

revolution—then there would be an increase in labor services in addition to the 
growth in the size of the labor force. 

In general, we do not have to take account of the characteristics of the labor force 

that stay constant over time. We are interested in measuring changes in the services 

of labor supplied, and if all components of a disparate aggregate move together, we 

can use any one component as an index of change. On the other hand, if different 

components are changing at different rates, then we are faced with an index-number 

problem exactly analogous to the problem we faced in measuring the national pro¬ 

duct. Of course we have to determine the nature and identify the causes of the differ¬ 

ences between workers before we can tell which is which. We have to decide in each 

case if an attribute is inborn and immutable—and will therefore vary with the size of 

the labor force as a whole—or is the result of changing circumstance—and will change 
at a rate all its own. 

IV 

These problems, however, pale to insignificance compared to the complexity of valu¬ 

ing the services of capital and land. We have a naive measure of labor services in the 

labor force. There are many difficulties with this naive index, and we try to improve 

upon it; but it represents a fairly advanced starting point. We do not have this advan¬ 

tage when we discuss reproducible and non-reproducible capital, and we must start 

from scratch. 

We must first distinguish the two kinds of capital from intermediate goods. We 

stated above that goods and services bought by business firms were intermediate 

goods. We now amend that definition to say that of the goods and services purchased 

by business firms, those that are used up within one year are intermediate goods. 

Goods or services that last longer than a year we will classify as capital, including 

them with “capital” or with land depending on whether or not they are reproducible. 

Coal bought by a railway is an intermediate product, but rails are capital because 

they last more than a year. 

The distinction is important. We measure the national product on a yearly basis, 

and we want to have a measure that treats all years symmetrically. A railway typi¬ 

cally uses most of the coal it buys within a year, and it is left at the start of the next 

year in the same position that it was in originally. On the other hand, a railroad that 

buys rails in one year has them on hand in the next. It is better off at the start of the 

second year than at the start of the first, and if we classified rails as an intermediate 

good we would observe an unexplained increase in the production of railroad ser¬ 

vices. To avoid this, we classify the rails as capital, and only their depreciation, i.e. 

the amount by which they are used up, is subtracted from output to get value added. 

The undepreciated portion of the rails is carried over from one year to the next as 
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capital, and the excess of the production of capital over its depreciation is defined as 

investment and is added to consumption to give national income or product.10 

This discussion points to two ways of formulating a measure of the reproducible 

capital stock. We could add together all the undepreciated capital existing in the 

economy at any one time; or we could add together the investments from past years, 

discounting them to allow for the intervening depreciation. The two measures are 

conceptually the same; the problem—as always—is that prices change. The cost of 

building a brick factory in 1840 differs sharply from the cost of reproducing that same 

building today and also from the cost of a modem pre-stressed concrete building that 

could serve the same purpose. At which price should we value the factory? 

This question is of great theoretical importance, for the very nature of capital is at 

stake. In choosing a price by which to value the factory built in 1840, we are selecting 

its contemporary equivalent. This might be a modern reproduction of the 1840 fac¬ 

tory, duplicating in every detail the nineteenth-century construction, or it might be a 

modem concrete and glass factory with the same floor space. In the one case, it is the 

physical characteristics that define the unit of capital; in the other, the economic. 

The theoretical importance of this question, however, is matched by the difficulty 

of applying it in historical studies. We have enough data for recent years to make a 

choice between alternative concepts of capital, but we do not have enough data for 

the eighteenth and nineteenth centuries to use price indexes based on either of the 

choices just outlined. Let us therefore examine the assumptions implicit in the meas¬ 

ures that can be used. 

The worst—but not unusual—situation is where there is no separate price index for 

capital at all. Investment is then deflated by a wholesale price index to get a value for 

real capital formation. Without a standardized commodity, no price index is possible, 

and most wholesale price indexes concentrate on uniform commodities such as agri- 

cutural products and cloth. They do not generally include the prices of many capital 

goods, and we will not go too far wrong in this discussion if we make the slightly inac¬ 

curate assumption that wholesale price indexes measure the prices of consumption 

goods. 

Deflating investment by the price of consumption goods denies that there is any 

separate commodity called “capital.” Investment is then the act of putting aside con¬ 

sumption goods for future years, of accumulating inventories of consumption goods as 

opposed to consuming them. This can be seen by the following argument. Prices at 

any one time measure the relative costs of producing different commodities. If a 

country chooses to invest one pound or one franc less this year than last, it can 

thereby produce one pound’s or one franc’s worth of extra consumption goods. By 

extension, if a country chooses to invest nothing at all, it could then produce more 

consumption goods equal in value to the investment forgone.11 Investment therefore 

represents consumption forgone, and we can measure it by the amount of consump¬ 

tion forgone, i.e. by valuing it as we value the past production of consumption goods. 

A slightly better situation exists when we have a price index especially constructed 

to value investment which measures the prices of inputs to capital formation: wood, 

bricks, iron (steel for the late nineteenth century), and the labor used to combine 

these elements into capital. This situation is better because it opens another 

alternative to us, but this new price index has many of the characteristics of the old. 

It too denies the existence of capital goods, valuing the investment of the past by the 
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resources used as opposed to the capital produced. It is as if the economy used its 

resources to accumulate inventories of intermediate goods, raw materials, and labor, 

whose work could be measured by the value of these items at a later date. 

We initiated this discussion of capital by differentiating capital from intermediate 

goods. Capital, we said, consisted of inventories—goods produced in one year but not 

used till a later year. To value the capital stock we need to know what kind of goods 

comprise these inventories, and the choice of price indexes is the same as the choice 

of assumptions on this very question. Using a wholesale price index assumes that the 

inventories are composed of consumer goods (or their equivalent); using the prices of 

inputs, that they are composed of these inputs. In either case, investment is simply 

the accumulation of inventories. There is no form of production recognized as capital 

goods and valued separately from other goods. 

This is a theory of investment popular among Austrian economists at the end of the 

nineteenth century, and it is more appropriate to agricultural than to industrial 

societies. Wine and trees improve with age, and an economy can productively use its 

resources by holding inventories of these commodities. Generalizing from these and 

similar examples, the Austrians concluded that postponing consumption was in itself 

productive. Capital formation became inventory accumulation, and capital became 

the ability to wait. 

No one denies that the ability to postpone is an important aspect of capital, but 

few people today would agree that this ability is the only aspect of capital worth con¬ 

sidering. It is not enough just to accumulate inventories; it matters what goods you 

inventory. And we do not just store consumer goods or inputs to production. We con¬ 

struct special goods to store, goods distinguished by their usefulness in production 

over time. We call these goods “capital goods,” and it would be nice to value our 

inventory of these goods in a way that takes account of our changing ability to pro¬ 

duce them. The construction of a price index suitable for this use poses many prob¬ 

lems, but the nature of the available data limits the relevance of these problems to 

the topics dealt with in this volume, and we shall not consider them here.12 

Instead we turn to a qualitative distinction that can be made between different 

kinds of capital formation. As the size of the labor force—measured by one of the 

methods already discussed—changes, the size of the capital stock must change in 

order to keep constant the ratio of capital to labor. Capital formation that accom¬ 

panies a rise in the labor force and serves only to maintain the existing capital-labor 

ratio is called “capital-widening.” On the other hand, capital formation that increases 

the ratio of capital to labor is called “capital-deepening.” Capital-deepening can take 

place whether or not the labor force is increasing, and capital-widening and -deepen¬ 

ing can take place simultaneously. 

We have suggested that a rise in the national product is a hallmark of industrial 

development. It is reasonable to go further and to say that a rise in the national pro¬ 

duct per capita should be the appropriate measure. This measure has the disadvan¬ 

tage of ignoring any increases in the population caused by industrial development, 

but it has the advantage of focusing attention on the increase in a typical individual’s 

ability to consume.13 And if it is used, the distinction between capital-widening and 

capital-deepening is very important. In an economy with a growing labor force, some 

investment is required simply to maintain the existing output per capita, by maintain¬ 

ing the existing capital per worker; and investment to increase the output per capita 
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must be in addition to this capital-widening. A given amount of investment, there¬ 

fore, will cause a smaller increase in the national income per head in a country with a 

rapidly growing population than in one with a less rapidly growing or stable popula¬ 

tion. Even if we cannot discover the exact rate at which the capital stock grew, there¬ 

fore, it is often illuminating to know how capital formation was divided between 

capital-widening and capital-deepening. 

We turn our attention now to the remaining factor of production: land, by which 

we mean raw materials or “non-reproducible capital.” Countries differ in their 

endowments of natural resources, and it is appropriate to take account of this fact in 

the explanation of economic production. But the problems of measurement 

encountered in the discussion of labor and capital are as nothing when compared 

with the difficulty of measuring raw material. As with capital, there is no naive meas¬ 

ure of land similar to the labor force for labor. But unlike capital, natural resources 

were not produced and are not reproducible, and there is consequently no easy way 

to value them or the cost of their production. 

The problem is further complicated by the capricious nature of technology. The 

value of the minette ores of Lorraine was vastly increased by the discovery of the 

Thomas process for using ores containing phosphorus in the Bessemer converter. The 

value of palm oil and related products was raised by their substitution for tallow and 

other animal products in the manufacture of soap. Similarly, deposits of oil, alumi¬ 

num, uranium, etc., were valueless before technology advanced to the point where 

they could be used in the production of goods or services. 

And as if these problems were not enough, there is also the problem of discovery. 

The New World was composed of many riches, but what was its value to the Old 

before it had been discovered? The United States paid $15,000,000 for the Louisiana 

Purchase; it is hard to know what deflator would translate that price into the present 

value of the American Great Plains. The lands surrounding the Persian Gulf gave no 

evidence for many years of the liquid wealth lying beneath them; for all we know, the 

land we stand on may have similar undiscovered treasures beneath it. 

It is interesting and useful to chronicle the discovery and exploitation of these 

resources, but we would like to know the total amount of natural resources available 

to each country to unify our discussion of land with that of the other inputs. For the 

reasons just listed, however, we can only find a measure of the resources in use at any 

given time—the value of those not in use or not even yet discovered being impossible 

to know. Half a loaf is better than none, and we turn to a measure of this type. 

The crudest measure—but by the same token the easiest to use—is the area of a 

country, or alternatively its population density. This measure assumes that resources 

are spread evenly over the earth and is consequently of little help except in extreme 

cases, such as a comparison of nineteenth-century Australia with twentieth-century 

India. The quantity of one particular resource, like arable land or coal, is an alterna¬ 

tive measure, but it is too restrictive a measure for use in any but specific, narrowly 

defined inquiries. And if we say that the sum of several different resources should be 

used, we are faced with the index-number problem deriving from the different valua¬ 

tion of different resources over time. 

Some functions of exports can also be used as an index of resource endowments 

(Chenery, 1960). Countries tend to export the products whose production depends on 

the utilization of resources they possess in relative abundance, and the ratio of 

exports to the national product gives an index of the resource endowment. The meas- 
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ure, however, is seriously flawed. The United States is obviously well endowed with 

natural resources, yet its exports are much smaller in relation to its national product 

than the exports of many less well-endowed but smaller countries. British foreign 

trade was large in the nineteenth century as a result of Britain free-trade policy. And 

all exports fell in the 1930s, even though the world was not deprived of its natural 

resources by the depression in world trade. The size of a country, the nature of its 

mercantile policies and the state of international affairs—as well as natural-resource 

endowments—affect the volume of a country’s exports. Nevertheless, a better index of 

resource endowments is hard to find. 

V 

Suppose that, somehow, estimates are constructed of the rates of growth of real out¬ 

put and of the employment of the main factors of production. Without those esti¬ 

mates there is no possibility of even posing the quantitative question about the extent 

to which the growth of inputs accounts for the growth of output. Even with them, the 

calculation of an answer requires another ingredient, the marginal products or 

output-elasticities of each of the inputs, or at least their average values during the 

period of time in question.14 These elasticities have a status quite different from that 

of the rates of growth. They are not at all directly observable quantities but must be 

inferred. 

There are essentially only two ways in which this can be done. One is by direct sta¬ 

tistical inference from observations on output and input quantitites, as one might esti¬ 

mate a demand curve from observations on price, quantity, and related variables. 

There are many advantages to this approach, but it has the substantial handicap of 

requiring a large number of observations over a fairly wide range of independent vari¬ 

ation in input quantities. No such statistical record is likely to be available for periods 

more than a century in the past; indeed, even with contemporary data it is not easy to 

fulfill the requirement for independent variation in input quantities. Perhaps the 

most that can be expected of historical data on input and output quantities is that 

they serve as a check on conclusions derived by indirect methods. 

The indirect approach to the estimation of marginal products and output-input 

elasticities rests on the proposition from economic theory that, under competitive 

market conditions, the return to a unit of each factor of production (measured in units 

of output) will approximate its marginal product. This is equivalent to saying that the 

fractional share of the return to a factor of production in the distribution of the out¬ 

put it has helped to produce will be an estimate of the elasticity of output with 

respect to that factor. 

The great advantage of this approach, of course, is that it requires only data on fac¬ 

tor returns—wage rates, rents, profits—or the proportional distribution of the product 

of the economy or industry among the various inputs. This sort of information may be 

available even in the absence of usable data on the quantities of inputs and outputs. 

The disadvantages of the indirect approach is that its validity depends on strong 

assumption: that the markets for land, labor, and capital are approximately competi¬ 

tive, and that they are approximately in equilibrium (i.e., that factor returns do not 

differ from marginal products as a signal that the organization of production is in the 

process of adapting to change). These assumptions are not easy to swallow in ordinary 
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times; they may be misleading in times of extraordinarily rapid and thoroughgoing 

change. If that is so, the data themselves may provide a warning by moving sharply or 

systematically. Suitably checked, this is probably the only way that the accounting 

exercise can be done, if it can be done at all. 

Even if it can be done and if part of the growth of output can be imputed to the 

growth of inputs and the remainder segregated as a residual, the result can have only 

the rough validity of a parable or abstract model, a relation among statistical aggre¬ 

gates. When one says that over two decades the increase in labor input accounted for 

a specified part of the growth of output, one is saying that if employment had grown 

a bit more slowly than in fact it did, output would have grown a bit more slowly than 

in fact it did, and one is saying by how much. Now “labor” and “output” (and “capi¬ 

tal” and “land”) are particular statistical constructs. At the level of detail there are 

many ways, perhaps infinitely many ways, in which a small difference in the rate of 

growth of the aggregate “labor input” might have occurred: the geographical bal¬ 

ance, the industrial composition, the occupational structure might each-or all have 

been different. Corresponding to each of those ways, the fine detail of output might 

have responded in alternative ways. And while some statistical “stock of capital” 

remains constant, particular capital goods are ageing and are being replaced by new 

varieties. Only under the most special circumstances will there exist any exact rela¬ 

tion among the aggregates so that one could say: Had the rate of growth of one input 

been greater or less by so much, the other inputs growing as they did, the rate of 

growth of output would have been so much higher or lower. 

Nevertheless, one has the notion that there are times when the residual contribu¬ 

tion to the growth of output is very large, and times when it is relatively small. It is 

probably possible, with available data and more or less aggregative methods, to dis¬ 

tinguish one set of circumstances from the other. Suppose, then, that one is able to 

estimate the rate of growth of output over some interval, and the contribution of each 

broad input to that rate of growth (i.e., the product of the rate of growth of the input 

and the estimated elasticity of output with respect to the input). Suppose the sum of 

the calculated contributions falls short of the rate of growth of output and leaves a 

residual.15 If Nature abhors a vacuum, accountants abhor discrepancies. Can we say 

anything about the sources of the residual, even if we cannot account for it in 

quantitative terms? 

Some of the things that can be said have already been mentioned, but it is well to 

gather them together here. Generally speaking, the residual is made up of two kinds 

of items. The first we can call measurement errors, though that name is misleading. 

The errors in question are not merely statistical (there will be plenty of those, but 

they might be expected to be unbiased) but rather systematic conceptual errors that 

tend to underestimate the rate of growth of inputs. The second sort of component 

that goes to make up the residual consists of genuine increases in productivity, and 

these can happen in any of several ways. 

Among the measurement errors—or “specification errors,” as an econometrician 

would call them—the most important has already been figured in our discussion. Over 

historical time, the supplies of the factors of production change both in quantity and 

in quality. Labor becomes better educated, healthier, more skilled, more or less 

adapted to industrial work. Capital goods become more or less durable, more accu¬ 

rate, more efficient; and eventually they are utterly transformed. In principle, one 
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should count each grade of worker, each physically different piece of equipment, as a 

separate factor of production. In practice one lumps them together as labor and capi¬ 

tal. 

The effect of lumping these disparate inputs together into a few large aggregates— 

even if one distinguishes between educated and uneducated labor—is to disregard 

much if not all of the increase in the quality of the inputs. The growth of the inputs 

used in production is consequently underestimated; and the proportion of output that 

cannot be explained by the growth of these inputs is overestimated. The size of this 

overestimate in contemporary data is a matter of some dispute.16 

It should be remarked that inadequate allowance for improved quality of output 

may cause the rate of growth of output to be underestimated also. Correcting this 

bias has the reverse effect of adding to the unexplained residual. On the other hand, 

in economies at that stage of development in which self-sufficiency and local barter 

are giving way to the market, the coverage of statistical series is likely to widen, and 

the rate of growth of output to be overestimated. This sort of error verges on the 

merely statistical and suggests that even statistical errors may impart a bias to meas¬ 

ured rates of growth for intervals of time long enough to make a difference. 

Even after the best possible adjustment is made for quality changes in inputs and 

output, a positive residual is likely to remain as a reflection of a genuine increase in 

the productivity of the economic system. It is this increase in productivity that is 

available for all-round increases in the rewards to factors of production of constant 

quality. (Some part of the apparent increase in wage rates, however, is a result of the 

rise in the average quality of labor input; it is not part of a general rise in wages, as 

would be apparent if each grade of labor were accounted as a separate factor of pro¬ 

duction.) This true increase in productivity can be sub-classified according to its 

source. The three main sources are increasing returns to scale, improved efficiency in 

the allocation of resources, and technological progress, but it is exceedingly difficult 

to get any idea of their relative importance. 

We have already mentioned the possible importance of economies of large-scale 

production as a source of economic growth. The economist distinguishes between 

internal economies that have to do with the scale of the individual producing unit 

and external economies that have to do with the possibility of extended specialization 

of function as the whole economy grows in scale. The exploitation of economies of 

scale is often, perhaps usually, accompanied by changes in technique of production. 

In principle, increasing returns to scale should be distinguishable from genuine techno¬ 

logical progress, because the changes in technique that merely accompany changes in 

scale should be reversible. Let an economy experience prolonged contraction and, in 

the absence of technological progress, techniques should revert to what they were 

before. But in fact, of course, one does not observe prolonged decay of whole 

economies (though studies of individual industries might throw light on this question). 

Increase in scale and increase in technical knowledge occur together, so that even 

sophisticated statistical analysis will have a hard time separating the effects of one 

from the effects of the other. 

A second source of higher productivity is the achievement of a more efficient 

allocation of existing resources among industries and localities. In most industrial 

economies, even those that have been industrialized for a long time, there appear to 

be industries and occupations where the marginal products (and the earnings) of labor 
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and other factors of production are lower than elsewhere. These are usually contract¬ 

ing industries (agriculture, especially small-scale agriculture, is of course the main 

example), but they are not contracting fast enough to keep the returns to factors from 

falling below those available elsewhere in the economy. In these circumstances, any 

transfer of resources from low-productivity employment to high-productivity 

employment has the effect of increasing real output as measured, with no correspond¬ 

ing increase in the total of inputs. Gains of this kind may be most available at times of 

rapid industrialization, or whenever the composition and location of economic 

activity are changing substantially. The immobility that holds resources in low- 

productivity employment need not be exclusively a matter of habit or non-pecuniary 

advantage or lack of information. It may be, for instance, that the pace of movement 

of labor from agriculture to industry is limited by the rate of capital investment in 

industry (and in housing). In this case, there is a sense in which the whole increment 

of output accompanying the shift of resources might be attributed to the capital 

input. But, equally, there is a point in distinguishing this kind of output gain from the 

kind that occurs when additional capital investment increases the productivity of 
other resources already engaged in industry. 

Potential gains from the improved allocation of resources can be realized in other 

ways: from the elimination of monopolistic restrictions of output, for example, or from 

the end of discriminatory practices in the employment of women, Negroes, or others. 

These are likely to be smaller, if only because their incidence affects a small fraction 
of the labor force. 

The last major component of the residual growth of output is, of course, technolog¬ 

ical progress itself. One rather expects this to be a big component most of the time 

and especially at the times that tend to be labelled as First, Second, or Third Indus¬ 

trial Revolutions. For this reason, much attention has been lavished on the pure 

theory of technological change. No way has been found, however, to measure directly 

the contribution of technological progress to the growth of output. Studies of patent 

statistics and the like have been inconclusive (Schmookler, 1966). The usual routine, 

in the absence of anything better, is to treat technological progress as the ultimate 

residual. One identifies as many of the components of economic growth as one can, 

and what is left provides at least an upper limit to the contribution of technological 
change. 

This is particularly unsatisfying to the historian, who is aware of technological 

change primarily as a concrete phenomenon taking place in particular industries in 

particular localities. It is clear that neither extreme will do. The aggregative method, 

apart from its excessive indirectness, has the defect of concentrating all the errors of 

measurement of all the other factors into economic growth in the residual one, tech¬ 

nological change. The wholly microeconomic approach has the defect that while a 

particular invention can be described with accuracy, its implications for economic 

growth are to be found not only in the industry in which the invention occurs but dif¬ 

fused through the whole economy. The contrast between the two ways of describing 

and analysing technological change suggests an experiment. The method of isolating 

the contribution of inputs to the growth of output, leaving a residual component of 

productivity increase, can be applied to the outputs and inputs of a single industry as 

well as to a whole economy. It would be interesting to conduct such an analysis for an 

industry and to compare the results with the economic historian’s record of actual 
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concrete changes in technology, in the same industry. One would hope for some 

correspondence. 

If the object is to account for the growth of output, it is clearly the application of 

an invention in production rather than the invention itself that counts. To the extent 

that a particular innovation requires, for its application, labor with special skills or 

major investment in capital equipment of a novel kind, these requirements may 

govern the pace at which the innovation is introduced into production. This is 

another example of interaction among sources of economic growth that is much 

harder to handle in practice than in theory. Should the addition of this novel kind of 

capital be recorded as a rise in the input of capital or in the residual? 

Since the statistics of inputs and outputs can reveal the consequences of technolog¬ 

ical changes only as they are applied, no distinction appears between the application 

of newly created knowledge and the diffusion or imitation of technical knowledge 

already in existence for some time. The distinction is an important one, but it has to 

be made extra-statistically. The point of the preceding paragraph is that the story of 

diffusion of new technology may be in many cases part of the story about inputs. 

In any case, the relation between inputs and outputs that we have been discussing 

is a relatively mechanical one. It has to do with the evolution of productivity, and in 

that formal sense it explains the increase of output that we call economic growth. 

There are other, at least equally important, things to be said, but this method cannot 

say them. It can say that the growth of employment accounts for so much growth of 

output, and so much more when the improved quality of labor is given appropriate 

weight. It cannot say why the supply of labor did not increase faster or slower, or why 

it was not more or less mobile from place to place, from country to city, from farm to 

factory. Nor does it cast any light on the reverse influence: the extent to which, for 

instance, the evolution of the labor force was a response to the rise in wages, or a 

matter of demography, or something more complicated. 

Analogously, it is important to know how much of the growth of output is attribut¬ 

able to capital investment. But it is at least as interesting to ask how that investment 

was motivated and financed. Was the willingness to invest primarily a reaction to the 

emergence of profit opportunities in industry? Or was it motivated otherwise? Or 

was the supply of saving the main limitation on the achieved growth of capital? In 

any case, a question arises about the sources of saving, whether the appearance of 

wholly new ones or the expansion of the old. 
It seems, then, that economic development can be viewed in terms of the evolution 

of the main inputs, but it is a partial view, with something left out at either end. At 

one end, when the contributions of the broad factors of production to the growth of 

output have been evaluated, there will be something left over. This residual, or a sub¬ 

stantial part of it, may be identifiable with technological progress. The difficult job 

remains of coordinating that indirect measure with a more circumstantial account of 

the course of invention and innovation. 
At the other end, the evolution of inputs itself needs to be explained, with neither 

quantity nor quality slighted. The explanation will no doubt run in part in economic 

terms, as a response to changes in prices and incomes, output and its distribution. 

This reflex is what makes the economy an interrelated system. There will also be part 

of the explanation that runs in terms of attitudes and beliefs, chance and force. This 

is what keeps the economy from being an isolated system. 
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Notes 

1 For a contrary view, see Robinson, 1953-54. The technical literature on this question is sur¬ 

veyed in Harcourt, 1969. 

2 See Hobsbawm and Hartwell, 1963—4, and references cited there, particularly the early 

work of the Hammonds and Clapham. See also Flinn, 1974. \ 

3 The relations between economic growth and welfare on the one hand and structural changes 

on the other are of great interest. They are considered more fully in volume VIII of The Cam¬ 

bridge Economic History of Europe; we are now asking about the inputs that produce economic 

growth. 

4 We have adopted the convention of treating housewives as consumers for two reasons. First, 

the measure was evolved for modem use, and we are merely trying to be consistent. Second, the 

activities of housewives represent a stable part of the economy that is normally not available for 

alternative uses, and excluding them does not affect the estimates of changes in output—that is, 

in economic growth. It should be noted, however, that in the Second World War, housewives 

were used as factory workers in many countries. This appeared as an increase in output rather 

than as a transfer of resources from one use to another. 

5 It is a mathematical result that in an economy with no economies or diseconomies of scale 

(i.e. an economy in which a doubling of inputs produces a doubling of outputs, all other things 

being equal), output equals the sum of the quantities of each of the inputs multiplied by its mar¬ 

ginal product. It follows from this that the rate of growth of output is the sum of the rates of 

growth of the inputs multiplied by the elasticity of output with respect to that input. It must be 

emphasized that this is a mathematical result; the rate of growth of output in actuality may or 

may not be equal to the sum just described. It all depends on whether all other things are equal. 

6 Many refinements of this process have been worked out and applied experimentally; they 

have somewhat different data needs. It would be out of place to discuss them here. 

7 It should be clear that we are discussing voluntary abstention from work by workers. Invo¬ 

luntary unemployment is not a source of pleasure to most people. It should also be noted that 

idle land can be a source of pleasure to some people—conservationists, for example—but this is 
the exception rather than the general rule. 

8 Taken from the discussion in Denison, 1967, chap. 6. 

9 We cannot estimate the return to education by time-series analysis—using our assumption 

that intelligence levels have not risen—since increases in educational levels have been associated 

with increases in other investment, urbanization, and industrialization, and it is impossible to 
disentangle their individual effects. 

10 We are talking here of net national product and net investment. Owing to the difficulty of 

getting data on depreciation, it is often neglected, giving what are called gross national product 
and gross investment. 

11 This extension involves the assumption that the marginal rates of transformation in the 

economy are constant over the relevant ranges, i.e. that the production-possiblities curve is flat. 

This assumption was used often by John Stuart Mill and others but is less favoured now. If we 

abandon the assumption, the extra consumption goods capable of being produced would be less 

than the investment forgone because the efficiency of resources would vary in different uses. The 

argument in the text would then only be approximately true. 

12 A brief discussion of these problems can be found in Kendrick, 1961. 

13 See Deane and Cole, 1962, for a discussion of these matters in eighteenth-century Britain. 
14 See section II above. 

15 This is the typical result for the twentieth century. See Solow, 1957. 

16 See Jorgenson and Griliches, 1967; Denison, 1969. 
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Demand vs. Supply in 
the Industrial Revolution 

JOEL MOKYR1 

The intelligent application of the formal principles [of economic theory] is . . . chiefly sig¬ 

nificant negatively rather than positively, for showing what is “wrong” rather than what 
is “right.” 

Frank Knight (1940) 

In the process of what could best be called “making sense of the Industrial Revolu¬ 

tion, few articles have been more influential than Gilboy s eloquent plea to view 

demand as an equal partner in bringing about the most profound economic change in 

human history (Gilboy, 1932). The notion that both sides of the demand and supply 

equation come into play in the explanation of the crucial questions, such as “why 

England first or why the eighteenth century,” has made sense to more than a gen¬ 

eration of economic historians better trained in handling Marshall’s scissors than 

Occam’s razor. The appearance of Keynes’s General Theory a few years later lent 

additional support to the notion that demand was somehow important. 

This chapter reexamines what may be termed the “Gilboy thesis.” The concept of 

demand itself is too vague without additional clarification. What I shall therefore 

attempt is to reformulate the Gilboy thesis in consistent and testable form.2 

I. Did the Demand Curve Shift? 

It is possible to interpret the Gilboy thesis as a shift in aggregate demand, or as a shift 

in the market demand curve for industrial goods. Leaving the former for section III, 

we first consider whether the Industrial Revolution could be triggered by an outward 

shift of the industrial demand curve. 

In her original article, Gilboy maintained that 

The factory could not become typical until demand had been extended . . . 
throughout the entire population to consume the products of large scale indus- 

Reprinted from the Journal of Economic History, Vol. 37, No. 4 (December 1977), pp. 981-1008. Reprinted 

by permission of the trustees of the Economic History Association. 
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try. ... In order that a shift in the demand schedule may occur, individuals 

must be able to buy more units of a commodity at the same price, or the same 

amount of the commodity at a higher price . . . the entire schedule must shift 

upward, indicating a greater buying power [Gilboy, 1932, pp. 122—26]. 

In this simple form the demand thesis is based on circular reasoning. A shift of the 

demand curve for manufactured goods can occur only if income rises, the price of 

nonmanufactured goods falls, or if a change in tastes occurs. Ruling out the latter for 

the moment, the shift in the demand curve must be caused by a rise in real income, 

and can therefore not serve at the same time as an explanation of it. 

It is obvious that if a shift in the demand curve for industrial goods is to be used for 

the explanation of the rise of industrial output, the shift in the demand curve must be 

caused by factors other than the rise of output itself. Three alternative theories have 

been presented in the literature in this context, namely agricultural growth, expan¬ 

sion of foreign demand, and population growth (Cole, 1973). It is worthwhile to 

examine these theories in more detail. The first and in many ways the most attractive 

hypothesis is agricultural progress. A decline in prices of agricultural goods will lead 

to an increase in the demand for nonagricultural goods if, ceteris paribus, the demand 

for agricultural goods is inelastic, as is usually assumed. While unimpeachable on a 

priori grounds, the theory runs into a timing dilemma: whereas agricultural prices fell 

in the first part of the eighteenth century, they started to rise after 1750, a trend that 

persisted until the end of the Napoleonic Wars both in Great Britain and on the Con¬ 

tinent.3 Moreover, it is not always sufficiently emphasized that there should be a 

decline in the price of agricultural goods relative to the price of nonagricultural 

goods. The movements of relative prices are less clear-cut. 

What was the contribution of falling agricultural prices to the rise in demand for 

nonagricultural goods? The order of magnitude of the impact of changing relative 

prices on demand can be estimated approximately following a procedure outlined in 

a 1975 study by R.A. Ippolito.4 Since the price elasticities as well as the actual move¬ 

ment of prices are subject to large margins of error, the procedure followed has been 

to estimate a lower and an upper bound of the expansion of industrial demand due to 

the fall in relative prices.5 The upper bound of the estimate is 26.1 percent for the 

entire period 1750-1850, or .26 percent annually, while the lower bound is —.25 per¬ 

cent annually.6 The average rate of growth of individual output for the entire period 

can be estimated conservatively at 3 percent annually. The changes in relative prices 

thus account for, at best, 8 percent of the industrial expansion, while it is quite poss- 

bile that their net effect was on the whole negative. 

Some efforts have been made to rescue the argument by maintaining that rising 

agricultural prices due to an exogenous decline in supply (for example, harvest 

failures) could, under certain conditions, stimulate industrial demand. The mechan¬ 

ism supposedly responsible for this is that a bad harvest raises agricultural prices. 

Since the elasticity of demand for farm products is usually thought to be less than 

unity, farm income would rise. If the farmers have a very high propensity to spend 

on manufactured goods, a harvest failure could allegedly cause a net rise in the 

demand for nonagricultural goods (Landes, 1950, pp. 200-201; Deane and Cole, 

1969, p. 93; Post, 1974, pp. 338—39). In a simple general equilibrium framework it can 

be proven that if both goods are normal, this cannot occur. Only if agricultural 
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goods—taken as a whole, including both consumption and investment goods—are infe¬ 

rior goods (that is, the income elasticity for them is negative), demand for nonagricul- 

tural goods may (but does not have to) expand as a result of harvest failures. For all 

practical purposes, this version of the demand thesis can thus be ruled out. (The 

proof of the theorem will be found in Appendix A.) 

Eversley has maintained that the post-1750 rise in agricultural prices was not 

caused by a decrease in supply but by a rise in demand (1967, pp. 240-46). The 

absence of detailed output data precludes a direct test of this argument, but the work 

of Eric Jones and others demonstrates that agricultural productivity followed an 

upward secular trend throughout the eighteenth century, including the period 

1750-80. But it does not help to explain the growth in industrial production. If the 

increased demand for agricultural goods came at the expense of industrial goods, say 

through a change in tastes or income distribution, it runs directly counter to the Gil- 

boy thesis. If it did not come at the expense of the industrial goods, where did it 

come from? Surely, in this case rising aggregate income must be the underlying 

mechanism. To the extent that a higher aggregate income resulted from population 

growth, it will be dealt with below. But if higher income per capita is the source of 

the expansion of demand, we are back in the same circular argument as before.7 

A more convincing rationalization of the apparent paradox is provided by Eric 

Jones. 

It is unlikely that higher food prices after 1750 ever seriously eroded the expan¬ 

sion of the home market for consumer goods by eliminating the margin for such 

spending among the working population. Agriculture constantly demanded 

more labor. The “golden age” of the laborer in the second quarter of the 

eighteenth century apparently engrained in him tastes for manufactured goods 

which he was willing to work harder thereafter to gratify [Jones, 1974], 

In other words, there seems to have been a shift of the labor supply curve due to a 

reduced leisure preference. Following this argument, it can indeed be maintained 

that demand factors mattered insofar as the supply of labor, the demand for leisure, 

and the demand for goods are simultaneously determined. If there was an increase in 

the “demand for income,” economic growth would occur, but only at the expense of 

leisure.8 Possibly this change in attitudes may have been of importance in the initial 

stages of the Industrial Revolution, but it can hardly account for sustained economic 

growth. It should be added that others have attributed the lengthening of the labor 

day to different factors such as coercion (for example, Marx and the Hammonds) or 

improved diets (Freudenberger and Cummins). 

The second exogenous source of demand which allegedly was a necessary condition 

for rapid industrial growth in Britain in the last third of the century—and, by implica¬ 

tion, Belgium, Switzerland and France in the half-century following Waterloo—was 

exports (Habakkuk and Deane, 1962, pp. 77-78; Minchinton, 1969). It is important, 

however, to phrase the question precisely; it is not sufficient to state that a “leading” 

nation had an export sector which pulled the entire economy behind it. In the case of 

early industrial Europe, if export demand was a main determinant of the patterns of 

industrialization and growth, it is necessary to show that the successful industrial 

nations were somehow favored over other potential sellers for whom the expansion of 

world demand did not lead to rapid industrialization. Moreover, as Kindleberger has 
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pointed out (1964, pp. 264-66), the coincidence between exports and growth is not 

self-evident. It is necessary to specify in which way foreign expansion brings about 

growth over and above the simple gains of trade.9 

The issue of export as a critical component of industrial demand is complicated by 

the continuous improvements in the productivity of international trade. These had 

the effect of reducing the transactions and transportation costs, which led to 

increased international specialization along the lines of comparative advantage. The 

proportion of national product exported thus rose, and at the same time national 

income itself grew as the gains from international trade were realized. It could thus 

be argued that the ultimate causes of growth were changes on the supply side, even 

though from the point of view of the economy in question the changes were per¬ 

ceived as shifts of the demand curve. More substantial than this taxonomy is the 

objection that exports may have increased as a result of supply shifts which caused 

prices to fall, resulting in rapidly growing exports. Unless the shifts in demand and 

supply curves are separated, it is impossible to attribute rising exports to growing 
foreign demand. 

How important was export in the demand for British industrial output? A well 

known remark in MacPherson’s Annals of Commerce dismisses the importance of 

exports altogether, estimating the ratio of exports to home consumption at 1:32 

(Deane and Cole, 1969, p. 42; Minchinton, 1969, p. 38; Ashton, 1972, p. 63). This 

number is obviously too low, but it illustrates the fact that some contemporaries were 

skeptical of the preponderance of exports in the expansion of industrial demand. The 

available data support that impression. Schlote’s index of the relation between total 

overseas trade and industrial product displays a striking stability in the period in 

which export is supposed to have led industrialization. The index, which moves 

slightly above 50 (1913 = 100) in the first half of the eighteenth century, leaps to 65 

in the 1760s, but averages only 54 for the rest of the century and 55 for the period 

between the Napoleonic Wars and 1850 (Schlote, 1952, p. 51). Eversley stresses the 

powerful counterexample provided by the events of the 1770s: while exports col¬ 

lapsed, industrial output kept growing (Eversley, 1967, pp. 247-49). The aggregate 

data for the eighteenth century may be deficient, but data for individual goods 

display the same features.10 Even in the case of cotton in Great Britain it appears that 

the relation between exports and total output is not very pronounced. One crude test 

of the export-led hypothesis would expect to find a positive correlation between the 

rate of growth of the cotton industry and the proportion of total output exported. 

But the correlation coefficient between the quinquennial rates of growth of cotton 

goods production (approximated by raw cotton consumption) and the proportion of 

total output exported is not statistically significant for the period 1750-1829. 

Turning to the nineteenth century, we have access to somewhat more aggregated 

data, which are inconsistent with an “export pull” or staple theory of growth. Total 

domestic exports as a percentage of national income fell from 18 percent in 1801 to 

11 percent in 1841, and then rose to 14 percent in 1851. The corresponding ratios of 

exports to industrial output are 76 percent, 32 percent, and 42 percent (Mitchell and 

Deane, 1962, pp. 282-83; Deane and Cole, 1969, p. 166). Had export demand been 

the one factor that singled out Great Britain as the economy most suitable to industri¬ 

alization, one should observe that the role of exports increased when industrial 
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growth was fastest, that is, after the Napoleonic Wars. Quite clearly, this version of 

the Gilboy thesis fails the test.11 

Furthermore, it is clear that the British Empire, where expansions in demand 

would benefit British manufacturing more than other countries, providing a small 

proportion of total industrial demand. From the Peace of Paris on, the share of the 

colonies fluctuates above 35 percent of total exports, although the data for 

1793-1814 are not easy to interpret. After Waterloo the British Empire accounted 

for less than 30 percent of exports. In 1846—50, total exports to India were only 

87 percent of total exports to Germany and only 30 percent higher than exports to 

the Low Countries. The demand exerted by colonial markets is thus not a very per¬ 

suasive explanation of why Britain became the “workshop of the world.”12 

The third source of demand cited as important to the Industrial Bevolution is 

population growth.13 England’s rapid population growth is supposed to have created 

a large market for industrial commodities, while France’s slow population growth is 

viewed as a cause of retardation. As a matter of economic logic it simply is false that 

population growth, all other things held equal, will invariably increase the demand 

for industrial goods. Demand, after all, depends on consumers’ income, not merely 

their numbers. Population growth will increase the number of consumers but 

decrease income per capita due to diminishing returns. The net effect is indeter¬ 

minate. It can be shown that, in general, the following proposition holds: all other 

things equal, a rise in population will lead to an increase in demand for any good if 

and only if the income elasticity of the demand function of that good is less than the 

reciprocal of the elasticity of non-labor in the production function. (The proof of this 

proposition is straightforward and is found in Appendix B.) The implications are quite 

striking. Assume that the economy was sufficiently competitive to approximate the 

elasticity of non-labor by its share in national income. Deane and Cole estimate the 

share of labor in national income in 1801 at about .45, which implies that all goods 

with an income elasticity of 1.8 and higher would experience a decline in demand as 

a result of population growth.14 It can also be seen from equation (6) in Appendix B 

that if we assume that the income elasticity for agricultural goods was about .5, which 

implies that the income elasticity for nonagricultural goods was about 1.25, a 1 per¬ 

cent increase in population would lead only to a .31-percent increase in the demand 

for nonagricultural goods as a whole. Thus population growth alone increased 

demand for nonagricultural goods by 14 percent between 1751 and 1801 and by 

another 29 percent between 1801 and 1851. The increment of population increased 

demand by less than 10 percent of total output growth for the first half of the 

nineteenth century, and probably by even less than that for the period 1751-1801. 

Even if it is assumed that population growth was fully exogenous, its significance in 

generating the demand for increased industrial production was marginal. 

It thus appears that cost-reducing and factor-increasing changes occupy the center 

of the stage: supply rules supreme. Technological change, capital accumulation, 

improvements in organization and attitudes all made it possible to produce food, 

clothing, pots, and toys cheaper and better. But the skeptical reader may still be 

unconvinced. Will these goods be sold? Will it be “possible to find people with 

income and demand schedules capable of absorbing this increased output? ” (Evers- 

ley, 1967, p. 211). Is it not true that “the growth of industry has to be explained in 
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terms of its markets, the reasons why increasing quantities of its products could be 

sold” (Dav’s, 1973, p. 304)?. Contrary to the first intuition, when considered in a 

competitive, multiproduct economy these questions are meaningless. As John Stuart 

Mill put it: “The demand for commodities determines in what particular branch of 

production the labor and capital shall be employed; it determines the direction of the 

labor, but not the more or less of the labor itself, or of the maintenance or payment of 

that labor” (1929, pp. 79, 87, emphasis in original). Nothing has since been added to 

the body of economic theory that could refute this view—at least as long as the econ¬ 

omy is in full employment. After all, the decisions on how, what, and how much to 

produce are made by the firm. And the individual firm always faces a demand curve 

which is elastic, irrespective of the demand elasticity for the industry as a whole.15 An 

inelastic demand curve facing an industry will not affect the impact of a cost- 

reducing innovation on the rate of growth of the economy. In this case the income 

effects of the falling prices will simply be siphoned off to other industries. 

II. Induced Technological Change and Economies of Scale 

One interpretation of the Gilboy thesis maintains that the supply curve shifts outward 

as a result of increases in demand. We now turn to this issue. 

The idea that technological change is demand-induced is far from new, although its 

full impact on economic theory has not been felt until relatively recently.16 The pre¬ 

cise meaning of demand-induced innovation is more difficult to formalize if we keep 

in mind that historians have to deal—often simultaneously—with both process and 

product innovation. In any event, the theory that the intensity of technological 

change depends on demand factors is different from the Kennedy concept of 

“induced innovation.” The latter shows how market conditions affect the location of 

an economy on a given “innovation possibility frontier.” But for the Gilboy thesis in 

its dynamic version to be tme, it is necessary that demand conditions should be capa¬ 

ble of causing a shift of the frontier outward. This implicitly assumes that there is a 

market for inventions.17 The demand for technological progress becomes essentially 

a derived demand, dependent on the demand for the final good. An increase in the 

demand for the consumption good will generate more inventions precisely in the 

same way as it will generate increased employment of other inputs. But in the 

present context that hardly resolves the dilemma first encountered in section I: 

whence the initial shift in demand? 

Moreover, formidable doubts have been expressed concerning the “market” for 

inventions (Nadiri, 1970, and the references he cites). If such a market existed at all, it 

was plagued by at least three sources of market failure, namely the preponderance of 

externalities, the uncertainty surrounding all stages of innovative activity, and the 

fact that, often, new knowledge rapidly becomes a public good.18 Most damaging, 

however, to the view that the “quantity” of technological progress will respond to 

shifts on the demand side is that the price on the vertical axis of this supply and 

demand model is not precisely specified. Since each invention is, by definition, pro¬ 

duced only once, the producer has no firm basis on which to estimate his returns. It is 
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often argued, moreover, that financial gain is only a minor consideration for many 

inventors: scholarly achievement, desire to improve, and pure love of inventing are 

often cited as prime motives of inventors (Rossman, 1931, p. 152). This does not imply 

in itself that inventors are unaware of or indifferent to the economic needs of the 

society they live in. But a distinct possibility of market failure exists all the same. The 

material needs of society as reflected by the structure of market prices, and the same 

needs as viewed by an inventor in search of fame or satisfaction can diverge enor¬ 

mously. Often the full potentialities of major inventions were not recognized initially 

by the progenitors.19 

Furthermore, as Rosenberg has stressed (1974), it is misleading to assume that the 

supply of new technology was very elastic so that demand conditions set the “output” 

of technological change. It is tautological that cost-reducing innovations will be 

sought after and adopted irrespective of the size of the market; competition forces 

firms to minimize costs. But is there strong evidence that an increase in demand will 

result in an increase in inventive activity? Schmookler’s results seem to bear this out, 

but his dependent variable is patenting, not invention nor adoption of an innova¬ 

tion.20 In fact, there is some evidence indicating increased efforts on technological 

improvement in times of reduced demand (see Scholler, 1948; Brown, 1957; Rosen¬ 

berg, 1969). While this line of reasoning has its problems as well and the entire 

debate is highly speculative, it underlines the weakness of a theory that associates 

technological change with increasing (or simply “large”) demand. Even if the supply 

of new knowlege were highly responsive to changes in demand, the basic problem of 

the primum mobile remains. If technological change occurred when “demand condi¬ 

tions were ripe” (as Lilley has put it), what changed in this respect in the late 

eighteenth century? As was shown in section I, most of the traditional sources of 

demand expansion were of negligible size. 

If necessity was indeed the mother of invention, surely the conception was no case 

of parthenogenesis. A frequently employed notion in this context is that of 

“bottlenecks” or “challenge and response.” To the extent that what is meant here is 

technology’s “responding” to demand, it has been discussed above. But there is a 

more sophisticated interpretation of this idea in terms of “technological bottlenecks” 

(Hughes, 1959, pp. 335 36; Rosenberg, 1969; David, 1975, pp. 82-83). Some find it 

useful to distinguish between external bottlenecks which pass through the market 

mechanism, and internal imbalances which take place at the level of the firm, but this 

is immaterial for the present purpose. The essence of the argument can be sketched as 

follows. Suppose a firm or an industry produces a good X by means of two perfectly 

complementary processes, a and b. The factors employed are La and Ka in process a, 

and Lb and Kb in process b. Total initial output is thus given as 

X0 = min[a(La, Ka), b(Lb, Kb)] . 

Now suppose that a technological breakthrough occurs which increases the produc¬ 

tivity of both factors in process a by a factor of 1 + a. Due to the strict complemen¬ 

tarity of the two processes, however, output will not rise initially at all; a bottleneck 

in process b has emerged. Obviously any innovation that will raise the productivity 

of the factors in b by a factor of 1 + a or less will be translated directly in an 

equiproportional growth in output. One could surmise that in this case the incentive 
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to innovate would be especially high, whether the bottleneck is external or internal. 

But one should not forget that an alternative solution exists to the “imbalance” 

created, namely the reallocation of labor and capital from process a to process b. In 

the present example, simple calculations show the reallocated amount, R, to be: 

aLaLh 
R = -, -— 

La + (1 + u)L), 

for labor and a similar quantity for capital. When will a “bottleneck” result in a 

technological breakthrough and when will it result in a reallocation of factors? 

Unfortunately we have no good theory that will predict this. It seems reasonable that 

the ultimate result will depend on the supply side of technology, that is, whether and 

at what cost the existing stock of scientific and technical knowledge is capable of 

solving the bottleneck.21 In addition, it is likely to depend equally on the cost and 

time involved in reshuffling the factors of production. As reallocation is, by compari¬ 

son, a relatively continuous process, whereas inventions are more or less discrete 

events, it is reasonable to suggest that the more time passes without a technical reso¬ 

lution, the more actual reshuffling of resources will take place, gradually lessening 

the extraordinary pay-off of a technical breakthrough. Many cases can be cited in 

which apparent “bottlenecks” were solved by reallocation of resources before techno¬ 

logical changes altered the required input ratios again. Those “bottlenecks” that were 

resolved by a spectacular masterstroke such as Eli Whitney’s or William Perkin’s are 

likely to receive better coverage in the literature than resource allocations, which 

tend to be more gradual and evolutionary. An example of the latter is the production 

of energy in the second half of the nineteenth century. Output of coal increased at an 

annual rate of 2.5 percent in Great Britain between 1854 and 1911, and even faster in 

the United States and Germany. The increased demand for energy generated by rapid 

growth created a bottleneck in coal mining, which was highly labor-intensive. Yet 

there were few major technological breakthroughs in coal mining, especially in Eng¬ 

land.22 The mining of coal continued to depend on arduous manual labor under 

exhausting and perilous conditions. The “bottleneck” was resolved by a reallocation 

of resources (Taylor, 1960, pp. 62-64). The proportion of male workers in mining 

and quarrying in Great Britain rose consistently from 4.2 percent in 1841 to 9.2 per¬ 

cent in 1911. In the United States the proportion of miners in the labor force rose 

from 1.2 percent to 2.8 percent between 1850 and 1910; in Germany the proportion 

rose from .9 percent to 2.8 percent in the same period. About two thirds of all mine 

workers were employed in coal or lignite mines. Another example is cotton, often 

cited as the prime case of an industry in which technological change occurred in 

“compulsive sequences.” It is rather arbitrary to cite the technological solutions of 

the “bottlenecks” in dyeing, carding, weaving, and spinning, while ignoring that simi¬ 

lar problems existed in the planting and picking of cotton at one end of the process, 

and the tailoring of clothes at the other end. Bottlenecks here were resolved by reallo¬ 

cation, not invention. 

Repeating the words “challenge and response” endlessly constitutes no more of a 

theory of technological change than Oscar Wilde’s parrot’s “supply and demand” 

constituted a theory of prices. As long as challenges occur without a forthcoming 

response, while other major developments occur without discernible stimuli, the 
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“bottleneck theory” ought to be treated with utmost caution. In any event, the “chal¬ 

lenge and response” or “compulsive sequence” mechanism is a weak defense of the 

Gilboy thesis. After all, even if technology did respond positively to the emergence 

of “bottlenecks,” such a pattern of technological progress is essentially a description 

of the precise operation of the supply side rather than a “link” between supply and 

demand. 

More powerful in the present context is the argument that views the new technol¬ 

ogy as a shift in cost curves in such a way as to reduce average cost only at a given 

level of output; that is, the new technique is subject to economies of scale. The Indus¬ 

trial Revolution implied a manifold increase in plant size in manufacturing and trans¬ 

portation. Central power sources, a more sophisticated division of labor, and effi¬ 

cient supervision and discipline imposed on factory workers brought about an unpre¬ 

cedented increase in firm scale. Hence demand conditions could have been important 

in determining where and when the shift to the new technique occurred, and whether 

its full potentialities were exploited. What is necessary for this line of reasoning is 

that the optimal plant size is large with respect to the extent of the market. More pre¬ 

cisely, the crucial variable is the ratio of the horizontal distance of the demand curve 

from the vertical axis at the minimum cost price to the output at which this minimum 

cost is attained. If this ratio is less than one, the scale economies are not fully realized 

on account of insufficient demand. Even if the ratio is larger than unity but still small, 

insufficient competition may slow down growth by reducing overall efficiency. The 

question whether demand factors could have operated in this fashion is particularly 

complicated because Europe was, comparatively speaking, a well-integrated econ¬ 

omy, so that economies of scale could lead to specialization of large economies in 

goods in which increasing returns were important. In other words, if country A pro¬ 

duced goods under conditions of economies to scale, country B would experience 

growth, too, if it could import the goods from A at a cheaper price. 

It is not an easy task to substantiate the case for increasing returns in manufactur¬ 

ing anywhere before, say, 1870.23 Rigorous empirical tests of microeconomic data for 

early European industry are unavailable. But most econometric studies for American 

data seem to indicate that the hypothesis of no increasing returns cannot be rejected 

(David, 1975, pp. 142—43; Weiss, 1976, pp. 39—41). There are simpler ways to meas¬ 

ure increasing returns than estimating production functions. An early study by G.T. 

Jones (1933) assigned a very modest role to scale economies in Britain for the period 

1850-1920, and there is no reason to believe that before 1850 the situation was any 

different.24 The alleged existence of economies to scale in the Lancashire cotton 

industry is criticized in a 1977 article by Gatrell, who concludes that “size in itself 

guaranteed neither efficiency in good times nor viability in bad . . . one may be most 

impressed by the ability of small, not to say middle-sized, units to exploit their oppor¬ 

tunities in an increasingly competitive industry” (p. 125). A suggestive but not 

entirely unambiguous procedure is to argue that if there had been industries in which 

potential scale economies were present but in part unrealized due to inadequate 

demand, a process of concentration should have taken place in these industries, possi¬ 

bly resulting eventually in the emergence of “natural” monopolies. There is very lit¬ 

tle evidence for such phenomena anywhere in Europe before 1850—and certainly 

none before 1760. One—admittedly rough—indication is simply to look at the number 

and size of firms active in manufacturing. In 1834, there were 1134 cotton mills in 
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Britain, which rose to 1932 in 1850, stabilizing around 2500 in the 1860s.25 In Ghent 

there were 29 cotton spinning firms in 1817 (a crisis year), which rose to 48 firms in 

1826 and 78 in 1839 (Heuschling, 1841, p. 96n; Coppejans-Desmedt, 1962). Levy- 

Leboyer (1964, pp. 170-71) has observed the proliferation of small firms in the textile 

industry in France. In the iron industry, similarly, there is little evidence of concen¬ 

tration; as late as the mid-1850s British iron works were snjall and dispersed.26 

It seems unwarranted to rely on scale economies to rescue the Gilboy hypothesis. 

Scale economies were prominent on the level of the firm, and yet could be relatively 

insignificant for the economy as a whole if most firms operated on the horizontal seg¬ 

ments of their cost curves. The most significant exception to. this rule is inland tran¬ 

sportation, especially canals and railroads. Here a combination of large fixed costs 

and non-tradeability would be consistent with the argument that in the absence of a 

high level of demand there would have been much less reduction of transportation 

costs. Some gains might have been made on account of increased interfirm specializa¬ 

tion, but evidence for such vertical disintegration is not strong. Stigler’s rash assertion 

that England’s early start was because “as the largest economy in the world it could 

carry specialization further than any other country” (1968, "p. 158) not only puts the 

cart before the horses, but has no basis in the evidence. An alternative approach pro¬ 

posed by Burnet (1972, pp. 424-28) maintains that the supply curve is continuously 

downward sloping, so that the entire growth process is to be viewed as an explosive 

disequilibrium process. In this way, he suggests, one could lend theoretical legitimacy 

to Rostow’s take-off.27 But Burnet’s theory does not distinguish sufficiently between 

historical and Marshallian supply curves. The “historical” supply curve contains 

technological progress, resource discoveries, and capital accumulation, which bring 

about shifts of the Marshallian supply curve. Burnet’s bold statement that “the 

entrepreneur lucky enough to discover a virgin field of consumer demand can look 

forward to a golden age of self generating growth” is thus largely based on a miscon¬ 

ception, although local gains are of course to be expected. 

It appears that the preponderance of the idea that economies of scale were 

somehow crucial in spite of the absence of evidence is caused by a misunderstanding. 

In many cases an invention was followed by additional, gradual progress that resolved 

relatively minor but vital bugs in the application of the new technique (Rosenberg, 

1972, esp. pp. 10-14). These subsequent improvements are often mistaken as increas¬ 

ing returns—shifts of the supply curve are likely to be identified erroneously as points 

lying on a given supply curve when they follow a major invention as aftershocks.28 It 

is possible, however, that the opportunities for “learning by doing” type of technolog¬ 

ical progress were far larger in those industries for which demand was comparatively 

elastic, and that the learning process was chiefly determined by the quantities pro¬ 

duced. “Learning by doing,” it appears, is the most convincing prima facie nexus 

between the structure of demand and the rate of growth of the economy. Whether 

the correlation between demand elasticity and “learning by doing” potentialities 

actually existed is an empirical issue.29 

We return to economies of scale. As Allyn Young noted, it would be wasteful to 

make a hammer to drive a single nail. But one is hard-pressed to come up with many 

examples in which the number of nails was so small as to obviate the purchase of at 

least one hammer. And even when this was the case, could nations not borrow each 

other’s hammers? Perhaps Argentina was too small to found a special school for rail- 
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road engineers. For that very reason the Argentine railroad system was built by Brit¬ 

ish engineers and the trains hauled by British locomotives. The Belgian textile indus¬ 

try in the 1840s imported its largest machines, while producing most of the smaller 

machines itself. The average capacity of a domestically produced steam engine in the 

East Flanders industry was about 50 percent smaller than that of imported engines. 

In Verviers the capacity of imported engines was more than three times that of 

domestic ones (Royaume de Belgique, 1846, p. 48). The one Belgian machine 

manufacturer who produced largely for export markets, Cockerill’s works in Seraing, 

made machines with a capacity of 145 horsepower. His competitors, who worked 

largely for the domestic market, made much smaller machines—an average of 20 

horsepower (Levy-Leboyer, 1964, p. 361). Today, Belgium is perhaps too small to 

build its own civilian airplanes, so it buys them in the United States. Luxembourg, 

which is even smaller, may not find it profitable to operate its own airlines, so the 

Luxembourgeois fly Sabena. 

III. A Macroeconomic Analysis 

An alternative interpretation of the Gilboy thesis maintains that an expansion of 

demand for industrial goods does not necessarily have to come at the expense of other 

goods. This would be the case if the preindustrial economy had large amounts of 

underutilized resources. Indeed, without unemployed reserves of factors, economic 

expansion initiated by demand would have run into difficulties.311 If there were large 

reservoirs of involuntarily unemployed labor, increases in demand would set into 

motion a multiplier mechanism, which, enforced by induced investment, could have 

led to the Industrial Revolution.31 This view is reflected in the famous but infelicitous 

note on the final page of Hicks’s Value and Capital that “the whole Industrial Revo¬ 

lution of the last two hundred years has been nothing but a vast secular boom, largely 

induced by the unparalleled rise in population.” It is well known that unemployment 

and pauperism were widespread in preindustrial societies, and Western Europe was 

no exception.3 But unemployment is by no means the same as underutilized 

resources. The latter would be the case only if aggregate demand were insufficient so 

that people willing and able to work could not find employment. In a preindustrial or 

early industrial economy a large amount of “natural” or frictional unemployment is 

to be expected.33 

Decisive evidence of whether eighteenth- and early nineteenth-century Europe 

was in fact in something like Hansen’s secular stagnation or Joan Robinson’s “limp¬ 

ing” golden age is not easily obtained. It is a difficult problem to distinguish in a 

meaningful way between voluntary and involuntary unemployment of employable 

workers. But there is one body of evidence that requires scrupulous attention in this 

context, namely the writings of the so-called mercantilist or “pre-Adamite” school. 

Between William Potter s The Key to Wealth (1650) and James Steuart’s An Inquiry 

into the Principles of Political Economy (1767), a long list of political economists 

expressed opinions which all contain an element of Keynes’s theory of aggregate 

demand. It is unmistakable that many of these writers thought that unemployment 

could be remedied by an exogenous expansion of effective demand. Keynes cited with 
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enthusiasm Bernard de Mandeville’s Fable of the Bees, and one could provide much 

more sophisticated and elaborate illustrations from such eminent writers as William 

Petty, Nicholas Barbon, and George Berkeley. There can be no doubt that from many 

points of view these writers should be viewed as precursors of Keynes.34 

But even if we accept that these writers thought that the unemployment they were 

witnessing was of the Keynesian type, the issue is not settled. How can we be certain 

that they actually saw what they thought they saw? Coleman (1955, p. 289) 

Heckscher (1955, pp. 340-58), and Blaug (1968, p. 15) among others have pointed out 

that there are powerful alternative explanations to the observed unemployment in 

the preindustrial economy. One is a high preference for leisure resulting in a back¬ 

ward bending supply curve, which could account for much of the unemployment 

observed by contemporaries (Ward, 1959; Landes, 1969a, p. 59). High seasonal vari¬ 

ance in the demand for labor combined with high adjustment and transportation costs 

led to widespread seasonal unemployment.35 The importance of this factor appears to 

have been diminishing with the increasing availability of nonagricultural employ¬ 

ment in agrarian communities.36 

The above is not meant to imply that shocks and fluctuations did not have a pro¬ 

found impact on the level of economic activity. Harvest failures, fluctuations in 

exports, political upheaval, tariffs, and wars caused widespread distress and unem¬ 

ployment.37 But as a long-run description of a normal state of affairs, involuntary 

unemployment in preindustrial Europe seems a dubious proposition. One reason is 

that in a barter economy Keynesian unemployment cannot occur. While Europe and 

North America were gradually becoming more monetized in the seventeenth and 

eighteenth centuries, they still contained large pockets of barter exchange. Moreover, 

in the seventeenth and eighteenth centuries, both in England and in Europe, long¬ 

term investment in capital goods was typically financed out of own funds (family 

loans, retained profits). This implies that investment cannot exceed ex ante savings, 

but as Heckscher pointed out, the “pure” savers who did not plow their savings back 

into their business had relatively few alternatives to hoarding. As capital markets 

improved, the gap between savings and investment narrowed. Heckscher “tests” this 

hypothesis by looking at secular price movements in the eighteenth and nineteenth 

centuries (1955, vol. 2, pp. 348-54). The tests are suggestive but not definitive, since 

the supply of money is not held constant. 

One possible answer to the attempts to search for long-run Keynesian unemploy¬ 

ment in pre-modern Europe is provided in the General Theory. Keynes’s rather 

cavalier description of the pre-modern economy has it that: 

It is impossible to study the notions to which the mercantilists were led by 

their actual experiences, without perceiving that there has been a chronic ten¬ 

dency throughout human history for the propensity to save to be stronger than 

the inducement to invest. The weakness of the inducement to invest has been 

at all times the key to the economic problem. Today the explanation of the 

weakness of this inducement may chiefly lie in the extent of existing accumula¬ 

tions; whereas, formerly, risks and hazards of all kinds may have played a larger 

part [Keynes, 1936, pp. 347-48]. 

What Keynes overlooks is that in order to have continuous involuntary unemploy¬ 

ment, hoarding has to exceed dishoarding over prolonged periods of time. In other 



DEMAND VS. SUPPLY IN THE INDUSTRIAL REVOLUTION 109 

words, a secular upward trend in the demand for money should be discerned. Why 
should such a trend occur? Keynes’s explanation of “risks and hazards” explains the 
absolute level of the demand, but it is hard to argue that alternative assets were 
becoming gradually riskier than money. But deflationary pressures could result also if 
the economy was growing or monetizing, however slowly, and the consequent incre¬ 
ment in the demand for money exceeded the growth in the money supply. Such defla¬ 
tionary pressures could have produced unemployment if the price level did not adjust 
sufficiently. 

The absence of unemployment or aggregate output data excludes any direct testing 
of this hypothesis, but some suggestive facts cast doubt on it. First, if it is true that 
the demand for money for any reason rose faster than its supply, it is reasonable to 
suppose that interest rates would have been subject to upward pressure. Available 
data do not support this hypothesis: on the whole, interest rates declined during the 
seventeenth century, while in the eighteenth the downward trend tended to be 
obscured by wartime borrowing after 1740 (Homer, 1963, pp. 133-43, 155-80; 
DeVries, 1976, p. 211). Second, the evidence indicates that the supply of high- 
powered money started to grow at an accelerated rate at some point after 1680.38 
Equally important was the emergence of nonmetallic money as a means of exchange. 
Here one should count as money not only the notes issued by the bank of Stockholm, 
the Bank of England, and the American Colonies, but also bills of exchange which 
were increasingly made negotiable. The latter, especially, provided a true source of 
“inside money,” making the money supply more responsive to the needs of the econ¬ 
omy.39 Third, if considerable involuntary unemployment had existed in preindustrial 
and early industrial economies, it should be expected that sudden expansions of 
aggregate demand should have affected output and employment in a significant way. 
It seems, however, that in the one test case for which evidence exists, the Napoleonic 
Wars, this was not the case.40 It may thus be inferred tentatively that preindustrial 
and early industrial economies were as a rule on their transformation curves. This is 
not to say that in no sense were there any under-utilized resources in preindustrial 
Europe that could be brought into productive activity during the industrialization 
process. Obvious examples are a better allocation of resources due to increased effi¬ 
ciency of the market mechanism or the formation of additional factors of production 
complementary to labor. But such movements should be viewed properly as supply 
and not as demand-related phenomena. 

IV. Conclusions 

The intention of this essay has been to examine the Gilboy hypothesis in every 
possible interpretation, and to decide whether we can assign an important role to 
demand factors in the explanation of the Industrial Revolution. Few of the various 
alternative interpretations withstand the scrutiny of a priori reasoning or empirical 
tests. The old schoolboy view of the Industrial Revolution as a “wave of gadgets” may 
not be far off the mark after all, provided we allow for “more” as well as for “better” 
gadgets, and we include abstract improvements such as organizational change, 
changes in workers’ attitudes, and so forth, as “gadgets” in a wider sense. 
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If demand was not a “factor,” what exactly was its place in the Industrial Revolu¬ 

tion? To start with, we observe that any supply shift will affect the economy in direct 

proportion to the proportional size of the industry affected relative to the economy as 

a whole. For a once and for all fall in costs, the demand structure matters only for 

determining the composition of the increment in national income, but not its size. If 

the supply shift is a continuous process, however, the shape of the demand curve does 

matter, because it determines the future pattern of the relative size of the industry in 

question in the economy. To be more precise: if the own price elasticity is more than 

unity in absolute value, it can be shown that (a) the overall impact of a constant rate 

of cost reduction will increase over time, and (b) the spillover effects for all other 

goods taken together are negative. This casts a peculiar light on the role of so-called 

“leading sectors,” which are supposed to grow due to a very elastic demand curve. 

Moreover, as output expands, the economy will move down into the inelastic segment 

of the demand curve. At that point the continuous fall in costs will result in increased 

demand for all goods (that is, for the good in question and for all other goods taken 

together), but this impact will slowly peter out over time. Something similar to this 

process happened in the market for textiles between 1766 and 1860. The elastic 

demand caused output to grow very rapidly as a response to initial price reductions, 

so that subsequent price reductions were applied to a much wider base. 

Second, there is the stability of demand. While the absolute level of demand for 

industrial goods cannot be used to explain the timing and speed of the industrializa¬ 

tion process, heavy fluctuations in demand had an adverse effect on growth, due to 

the substantial costs of resource reallocation, the acquisition of new information, and 

so forth. Wars, revolutions, blockades, tariffs, harvest failures, and other unantici¬ 

pated catastrophes inhibited growth not so much through the first moments of the 

demand function parameters as through the second moments. 

A third way in which demand-related factors could have been important in deter¬ 

mining the speed and timing of the industrialization process is through their determi¬ 

nation of the intersectoral terms of trade. As a consequence of a change in the terms 

of trade, income distribution may change. For example, income may be redistributed 

from industrial workers and capitalists to landowners. It is, in fact, possible that 

industrialization could lead to “immiseration” of the modern sector in a way that is 

analogous to the well-known possibility of “immiseration” of a country increasing its 

exports. Note, however, that “immiserizing growth” can occur at the level of the 

economy, but not at the level of the entire world. Similarly, in a closed economy it 

can occur at the level of a sector, but the economy as a whole is better off. Still, if the 

modem sector has a higher savings propensity or lower risk averseness than the other 

sector, such a worsening of the terms of trade may affect the rate of growth (Mokyr, 

1976, chap.7). 

To summarize, the traditional notion that supply and demand were somehow sym¬ 

metric in the industrialization process is unfounded. The determination of “when,” 

“where,” and “how fast” are to be sought first and foremost in supply, not demand- 

related processes. Statisticians warn that error can take the form of excessive credu¬ 

lity (“type II”) as well as excessive scepticism (“type I”). The wide and uncritical 

acceptance of the Gilboy thesis is an example of a type II error that has crept into our 

textbooks and journal articles. It is hoped that the present essay will administer to the 

demand theory a dose of well-deserved compensating scepticism. 
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Appendix A 

Assume an economy with the following characteristics: (a) It produces two goods, 

agricultural goods (A) and nonagricultural goods (M). (b) The two goods are con¬ 

sumed by farmers and nonfarmers, (c) The demand for agricultural goods has a price 

elasticity of less than one in absolute value for both the farmer’s and the nonfarmer’s 

demand functions, (d) Both goods are normal; that is, all income elasticities are posi¬ 

tive. (e) The supply of manufactured goods is a function of relative prices, but (f) the 

supply of agricultural goods depends in the short run only on weather conditions. 

Proposition: An exogenous decline in agricultural goods due to harvest failures will 

always result in a fall in the demand for nonagricultural goods. 

PROOF 

There are four different demand functions in this system. Let the subscript 1 denote 

the demand of farmers for agricultural goods, subscript 2 the demand of nonfarmers 

for agricultural goods, subscript 3 the demand of farmers for nonagricultural goods, 

and subscript 4 the demand of nonfarmers for nonagricultural goods. The demand sys¬ 

tem can thus be written as 

Qi(D) = fi(Y •, PA, PM) i = 1,2,3,4 (1) 

j = A for i = 1,3 

M for i = 2,4 

where Y'(j = A,M) is nominal income, PA and PM the money prices of agricultural 

and nonagricultural goods, and Q(D) means the quantity demanded. Assuming that 

all demand functions are homogeneous of degree zero, we divide everything by PM, 

thus using nonagricultural goods as our numeraire. Thus 

Qi(D) = fj(Yj, P, 1) i = 1,2,3,4 (2) 

j = A for i = 1,3 

M for i = 2,4 

where Yj is income in terms of M-goods and P= PA/PM. 

The price elasticities of the functions described by equation (2) will be denoted by 

b,, i = 1 ... 4. Note that by assumption — 1 ( bi,b2 ( 0. The market demand func¬ 

tions have demand elasticities which are weighted averages of the sectoral elastici¬ 

ties. Let 0, (i = A,M) denote the proportion of good i consumed by the producing sec¬ 

tor. Then 

5 — 0Abj + (1 — #A)b2 

is the overall price elasticity for agricultural goods with respect to P, and 

(3) 

/? — (! — #M)t>3 + #Mt>2 (4) 
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is the overall price elasticity for nonagricultural goods with respect to P, and should 

be interpreted as a cross elasticity. Finally we note that 

Ya = PA (5) 

denotes agricultural income, where A is exogenous, and 

Ym = M(P) . (6) 

denotes industrial income. M is a function of P, that is, the supply of M-goods can 

have a positive price elasticity. This is expressed in y, the elasticity of M with respect 

to P which is negative (since P contains PM in its denominator), since some 

agricultural goods are used as inputs into manufacturing. 

Let us now define D = Q3(D) + Q4(D). We have to show that the elasticity of D 

with respect to A is positive under the assumptions stated. Using the chain rule, we 

obtain 

dD 0f3 dP 
—— = - —— A + P 
dA aYA dA 

9fi dP 

0P dA 

9^4 dM dP 9^1 dP 

9M dP dA 0P dA 

(7) 

which can be written in terms of elasticities 

dD A. 

dA D 
a3(l — 0M) + b3— (1 — 6m) 

+ a4y 0M + t>4 dyi 

(8) 

where 5, b3, and b4 are as defined in equations (3) and (4) and the a’s are the 

corresponding income elasticities.41 

Assume that the theorem is false, that is, equation (8) is negative. By multiplying 

the right-hand side of (8) by 8, it can be seen that (8) will be negative if 

a3(l — 0M) [1 + 5] + b3 (1 — 0M) + a4#My + b40M > 0 (since 8<0). (9) 

From equation (4) we substitute into (9) 

a3(l — #m)[! + 5] + /? + a4#My ) 0. (10) 

The relationship between 8 and fi can be expressed by using the Cournot aggregation 

relation. 

/*=-<« + i) ^ (u) 

Substituting (11) into (10) we obtain 

(1 + S) a3(l — #m) — ~rr 
M 

+ a4$MY ) 0. (12) 
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Since y is negative and 5 ) — 1, this implies 

\ PA 
a3 > ~ 

1_PA 

M 1 Q3 

Ya 

Qs 

q3 
using the definition 1 — 0M — 

Equation (13) can be written as 

9Q3 Ya 

which implies 

9YA Q3 

9Q3 

9Ya 

> ir 

> i. 

(13) 

(14) 

(15) 

Equation (15) says that the farmers’ marginal propensity to consume manufacturing 

goods exceeds unity. That means that if their incomes increase by one penny, they 

will increase their spending on manufacturing goods by more than one penny; in 

other words, their consumption of agricultural goods will be reduced as their income 

rises. But we assumed that all goods were normal, and hence there is a contradiction. 

This completes the proof. 

Appendix B 

Proposition: All other things equal, population growth will increase the demand of 

those goods the income elasticity of which is lower than the reciprocal of the elasticity 

of non-labor in the production function. 

PROOF: 

Let total national income be denoted as 

Y = f(L), f' > 0, f" < 0 (1) 

Let y be income per capita, Y/L, and let the demand for any good by one individual 

be 

q(D) = g(y). 

Total demand is thus 

Q(D) = Lg(y). 

Differentiating (3) with respect to L yields 

(2) 

(3) 

dQ(D) 
= g(y) + L g'(y) dL dL 

(4) 
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By using the chain rule and simplifying we obtain 

dQ(P) 

dL 
= g(y) + g'(y)(f' - y) 

which can be written in elasticity form 

(5) 

dQ(D) L 

dL Q(D) 

which will be positive if 

1 - g'(y - n ~ = 1 
iy - f') g'(y)y 

y g 

y v g'(y)y 

y - f' ; g 

(6) 

(7) 

The left-hand side of (7) is the reciprocal of the share of non-labor in national income, 

while the right-hand side is the income elasticity of the good under consideration. 

This completes the proof. 

Notes 

1 I would like to express my thanks to Donald N. McCloskey, on whose very elastic supply of 

knowledge in economics, history, and econography I have liberally drawn. Others who have 

been of great help with comments and suggestions include Pekka Ahtiala, Reuven Brenner, Karl 

de Schweinitz, Stefano Fenoaltea, Jonathan Hughes, Eric L. Jones, Glenn C. Loury, Jacob 

Metzer, F. Michael Scherer, and Richard O. Zerbe. 

2 Very explicit reiterations of Gilboy’s thesis can be found, for example, in Eversley, 1967; 

John, 1967; Deane, 1969, p. 34; and Landes, 1969a, p. 46. A restatement is in Crouzet, 1967a, 

pp. 113-14. A variation on the same theme is in Georgescu-Roegen, 1971, pp. 246-47. Doubts 

concerning the demand hypothesis were sounded by Rostow, 1975, pp. 14, 129, 172-73, and in a 

slightly different context by McCloskey, 1970. 

3 The evidence for France is summarized in Labrousse, 1933, pts.II, III, IV, esp. pp. 137-66. 

For the nineteenth century, too, the timing does not work. The period usually associated with 

the most rapid economic growth in France (1840-70) was also one of rising wheat prices. See 

ibid., 1933, p.141; and B.R. Mitchell, 1975, p.742. 

4 Ippolito’s overall conclusion is that the agricultural depression of 1730-50 did not consti¬ 

tute a major source of demand for industrial goods either. It should be emphasized that the esti¬ 

mates do not truly reflect the contribution of the agricultural revolution (i.e., shifts of the supply 

curve of agricultural goods) to the Industrial Revolution. This would be the case only if the sup¬ 

ply curve of agricultural goods were perfectly elastic (as is assumed by Ippolito) or if demand 

were stationary. Neither of these assumptions seems plausible; hence, what is measured is the 

impact of price changes only, without further identification of their source. 

5 Let the demand function have the form QM(D) = YaP^P^. This means that we can write 

the relationship between the demand for industrial goods and the relative price P = PA/PM as 

AQm(P) 

Qm(D) 

An approximate value of b can be estimated by using the so-called Cournot relationship between 

the own and the cross elasticities of demand: 

Ya£a + (1 — Ya)*5 = 

AP 

P 
+ 1 -1. 

-Ya 
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eA is the own price elasticity of demand for agricultural goods, and yA is the share of agriculture 

in total output. A reasonable estimate of yA would put it at around 1/3. The value of eA is un¬ 

known but is generally believed to be less than one in absolute value. Setting it equal to - .3 and 

— .7, we obtain estimates of b between — .35 and — .15. 

6 The relative prices underlying the calculations were obtained and computed from a number 

of series that overlap to some extent, or which had to be converted to relative prices using some 

assumptions about weights. The procedure followed was in each case to choose the extreme esti¬ 

mates, thus obtaining upper and lower bounds. 

7 A general discussion of the impact of agricultural fluctuations on the English economy is in 

Gould, 1962. Gould’s attempts to explain the price movement by the operation and later repeal 

of the Com Laws in the eighteenth century cannot be viewed as definitive: the export bounties 

were repealed in 1773, and it is hard to see how that could help raising prices. 

8 According to Freudenberger (1974), the effective labor input per worker doubled during the 

second half of the eighteenth century. 

9 A longer list of possible links between exports and growth is suggested by Caves, 1971. Some 

of the mechanisms suggested by Caves work in the wrong direction, however, and other nexuses 

seem far from easy to test in the case of Europe’s industrialization, 1750-1850. For instance, 

does an expansion in exports stimulate and create ex nihilo entrepreneurial talent and initiative, 

or does it simply divert those resources away from alternative uses? Do increased exports stimu¬ 

late the formation of overhead capital (e.g., harbor facilities), or should this be viewed as an addi¬ 

tional cost imposed on the export-oriented economy? 

10 Exports of woolen goods remained virtually unchanged between 1730 39 and 1780-89, 

while output of woolen cloth milled in West Riding grew by 396 percent (broadcloth, 1735—85) 

and 97 percent (narrow cloth, 1739-85). Exports of tin grew by 53 percent (1730/39-1780/89), 

while output increased by 86 percent. Between 1750 and 1790 exports of coal rose by 60 percent, 

while coal output more than doubled. 

11 A similar conclusion has been reached by Paul Bairoch, who states flatly that the industrial 

revolution reached quite an advanced stage in England before seeking foreign outlets. See 

Bairoch, 1974, p. 569. 

12 The colonial market version of the demand hypothesis is even less convincing for other 

European economies. Spain, Portugal, and the Netherlands—all late industrializers—had access 

to substantial colonial markets. Belgium and Switzerland, on the other hand, were confined to 

the demand structure dictated by the competitive world market, and yet underwent an indus¬ 

trial revolution before 1850. Ireland could have benefited from the enormous demand exerted by 

Great Britain and its colonial empire, yet Ireland failed to industrialize. 

13 Deane, 1969, p. 34; Murphy, 1971, p. 333. Gilboy herself expressed doubts about the 

importance of population growth by itself. 

14 Deane and Cole, 1969, p. 255. King’s estimates for 1688 indicate that the share of labor 

income was only 39 percent, which would make the critical income elasticity equal to 1.64. 

15 This is true even in the case of a monopoly in which the industry and the firm are the same. 

A monopolist will always operate on the elastic segment of the demand curve facing him. 

16 The seminal article is Kennedy, 1964. For a review of the ensuing debate, see David, 1975. 

17 The classic work is Schmookler, 1966, esp. pp. 88-103, 202-9. See also, for example, 

Habakkuk, 1955, pp. 150-51; Landes, 1969a, pp. 77, 137; and Lilley, 1973. The debate is admir¬ 

ably summed up in Musson, 1972. 

18 The list of inventors who failed to capitalize on their major inventions is very long, with 

Cort, Crompton, Goodyear, Whitney, W. Kelly, Lenoir, and Ericsson being some of the most 

notorious examples. Eric Schiff, 1971, has shown that there is little evidence to support the 

hypothesis that a national patent system makes a significant difference in the rate of industriali¬ 

zation. For a skeptical evaluation of the impact of the patent system in Britain, see Ashton, 

1948, p. 11. 
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19 Edison, for example, “failed to understand the future of his invention [the phonograph] as 

part of the world of art and entertainment. He thought of it mainly as a modem dictaphone, [or] 

a speaking family album, to preserve the speeches of great statesmen, to teach languages” 

(Hughes, 1973, p. 175). The divergence between the social and the private rates of return on 

innovations does not seem to have vanished over time. Also see Mansfield, et al., 1977. 

20 For critiques of Schmookler’s findings see, e.g., Jewkes, Sawers, and Stillerman, 1969, 

pp. 210—11; and Musson, 1972, pp. 25-29. 

21 A good illustration is the case of steel. It has been argued that Henry Bessemer’s attention 

was first directed to steel when a cast iron cannon was unable to fire a new projectile he devised, 

and that the Bessemer process was therefore a result of a “technical imbalance.” It is noteworthy 

that a much more costly imbalance existed in constructing railroad tracks from wrought iron, 

which had to be replaced frequently. Experiments conducted in England indicated that steel 

rails could outlast wrought iron rails by a factor of seven. Fogel has estimated that 55 percent of 

all wrought iron rails laid wore out in the first ten years. Since the life of equipment was much 

longer and the life of the area-clearing infinite, the inability to produce cheap steel constituted a 

severe imbalance—which for the first 40 years of the railroad was solved by factor reallocation, 

not by the invention of cheap steel. 

22 See, e.g., Derry and Williams, 1960, pp. 473- 74; Taylor, 1960, p. 58. 

23 Even today, there is considerable difficulty in interpreting the evidence whether national 

market size conveys a clear-cut advantage or not, although it is likely that in some industries 

small nations fail to achieve scale economies or sufficient competition. Cf. Scherer, 1970, pp. 

93-95. 

24 Jones’s results are upper-bound estimates of the importance of scale economies, since he is 

unable to separate scale effects from technological change. Still, he finds an “observed elasticity” 

(i.e., the proportional growth of output divided by the proportional fall in price) of about 5 for 

the Lancashire cotton industry between 1850 and 1870. This implies a degree of homogeneity of 

1.25, assuming a Cobb-Douglas production function. Sandberg has disputed the accuracy of 

Jones’s index and insists that costs in the British cotton industry fell substantially between 1885 

and 1914. He attributes this decline in costs to technological change, however, not to scale 

economies. See Sandberg, 1974, pp. 93-119, 131-33. See also Gould, 1972, pp. 229-35. 

25 A summary of these figures, collected from various Parliamentary Papers, is provided in 

Blaug, 1961, p. 379. The average size of the 1105 cotton manufacturers surveyed in the Homer 

Report of 1841 was 175 workers, with the median size almost exactly 100 workers. See Gatrell, 

1977, p. 98. 

See, e.g.. Bum, 1940, pp. 191, 194-95; Birch, 1967, p. 205. The number of firms engaged 

in iron production mentioned in the Coal Commission report was 342, of which 187 engaged in 

pig iron production. See Kurimoto, 1974. Kurimoto concludes that “small scale firms had not 

only overwhelming weights in number but also excellent activity in operating equipments [sic].” 

27 Rostow himself is lukewarm about this attempt to formalize his take-off, and notes 

correctly that Burnet's falling supply curve has to level off somewhere. See Rostow, 1975, p. 141. 

28 An interesting case in point is the debate about the adoption of the reaper in antebellum 

Midwest grain farming. See Olmstead, 1975. 

29 The one case that has been investigated in this respect is the New England cotton industry. 

Robert Zevin has found that demand was indeed elastic (the elasticity being between —2 and 

— 3 in the 1820s, falling to about —1.5 after 1833). Paul David has found evidence for “learning 

by doing,” although he views the learning more as a function of time than of accumulated out¬ 

put. See Zevin, 1971, p. 135, and David, 1975, p. 167. 

30 The same point is made by McCloskey, 1970, p. 455. 

31 See> for example, Habakkuk, 1955, p.153; Murphy, 1971, p. 387; de Vries, 1976, pp. 177, 

241. The assumption that the early industrial economy was subject to serious Keynesian unem¬ 

ployment is made also by Anderson, 1974. 
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32 See esp. Coleman, 1955. 

33 For a view that attributes “unemployment” to dietary inadequacies, see Freudenberger 
and Cummins, 1976. 

34 See, for example, Pauling, 1951; Grampp, 1952; Hutchison, 1953; Sen, 1957- and Vickers 
1959. 

Seasonal unemployment struck agriculture and industry alike, since weather conditions 

affected water and wind mills, road conditions, bleach fields, and so on. John Law, in his Money 

and Trade (1705), seemed to think that seasonal unemployment could get as high as 50 percent. 

A 1752 pamphlet cited by Mantoux places the proportion of time in which journeymen tailors 

were unemployed at about 40 percent. (1961, p. 71n). In the mid-eighteenth century construc¬ 

tion workers were idle at least “four or five months in the year” (Campbell, 1747, pp. 103-4, rpt. 

in George, 1923, pp. 32-33). Seasonal unemployment was particularly severe where rural indus¬ 

try was absent and the crops not diversified, particularly in Ireland. As late as 1836, G.C. Lewis 

noted that two thirds of the Irish work force was not employed all year round, and that this irre¬ 

gularity was the true cause of poverty in Ireland (p. 312). Other examples are cited by Ashton, 

1959, p. 6; Ashton, 1972, pp. 202-3. Wages fluctuated seasonally, so that it is not easy to distin¬ 

guish between voluntary unemployment (i.e., consumption of leisure) and involuntary seasonal 

unemployment. 

A possible explanation of the widely observed phenomenon of “unemployment” in prein¬ 

dustrial Europe could be built on the idea of structural unemployment. If the marginal produc¬ 

tivity of labor was lower than some accepted minimum of subsistence (possibly zero), it follows 

that people willing to work cannot find employment. For a precise formulation of this idea, see 

Eckaus, 1958. Under these circumstances a change in the composition of demand could reduce 

unemployment if demand shifted toward comparatively more labor-intensive goods, thus 

increasing the total demand for labor. William Petty s recommendation to employ idle workers 

to “build a useless pyramid upon Salisbury Plain, bring the stones at Stonehenge to Towerhill or 

the like sounds reasonable on this background. It is quite clear, however, that such composi¬ 

tional effects were becoming rapidly less important as the Industrial Revolution proceeded and 

industrial production was becoming more capital-intensive. The argument could, however, go a 

long way in explaining the rapid expansion of domestic industry before 1750, which was more 

labor-intensive than factory production. 

37 See, for example, Mokyr and Savin, 1976. 

38 The best indicator is still total output of the silver and gold mines in Mexico and South 

America collected by von Humboldt and published in 1809 in his Essai politique sur If Royaume 

de Nouvelle-Espagne. These figures were refined and completed by Soetbeer, 1879. Soetbeer’s 

figures show a marked acceleration of bullion output after 1680. Moreover, if his figures are 

corrected in the ways suggested by W. Lexis (1879), the acceleration is even more marked. The 

results of applying Lexis’s critique to Soetbeer’s figures are shown in Table N4.1. 

Table N4.1 Total World Annual Output of Bullion (in millions of piastres) 

Year 

Soetbeer 

estimate 

Revised 

Soetbeer 

estimate Year 

Soetbeer 

estimate 

Revised 

Soetbeer 

estimate 

1601-20 99.9 81.9 1701-20 99.8 89.5 

1621-40 94.0 76.9 1721-40 130.8 120.5 

1641-60 90.4 74.1 1741-60 164.6 155.3 

1661-80 86.5 71.2 1761-80 175.3 162.4 

1681-1700 91.6 76.4 1781-1800 207.8 192.4 
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39 Braudel and Spooner, 1967, pp. 386-87. It is worth noting that Braudel and Spooner claim, 

albeit without precise evidence, that not only the supply of money rose considerably in the 

eighteenth century, but the demand for money in fact declined. Cf. ibid., p. 450. 

40 For details, see Mokyr and Savin, 1976, pp. 210-23. 

41 The parameter 8 is not precisely a demand elasticity. Rather, it is the elasticity of an 

envelope curve of shifting demand curves. An exogenous decline of A causes an initial rise in P as 

the economy moves up along the demand curve. In a general equilibrium context, however, 8 

incorporates the secondary effect produced by the decline in M (from eq. 6), causing a leftward 

shift in the demand for agricultural goods, partially offsetting the rise in P. 
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Industrial Revolution in England 
and France: Some Thoughts on the 

Question “Why Was England First? ” 

N.F.R. CRAFTS1 

i 

A major concern of economic historians since World War II has been to interpret the 

process of industrialization in now developed countries. One prominent line of 

approach has been to compare the experience of the European economies in the 

eighteenth century, and much of the inquiry has been conceptualized along the fol¬ 

lowing lines. “The Industrial Revolution poses two problems: (1) Why did this first 

breakthrough to a modern industrial system take place in Western Europe? and (2) 

Why, within this European experience, did change occur when and where it did? ” 

(Landes, 1969a, p. 12). 

This comparative approach has been seen as a particularly valuable way of yielding 

insights into the process of economic growth in general and the causes of the English 

Industrial Revolution in particular. Thus Crouzet argues that “The economic his¬ 

torian interested in the key problem of growth is bound to find the comparative 

approach particularly fruitful. A systematic comparison of the eighteenth-century 

English economy with that of another country—and France as the leading continental 

power at that time seems the obvious choice—should bring out more clearly what fac¬ 

tors were peculiar to England and might have determined what is a unique 

phenomenon, the English Industrial Revolution of the eighteenth century” (Crouzet, 

1967b, p. 139). Since Crouzet wrote, much of the literature has accepted the useful¬ 

ness of the question “Why was England first? ” and the specific question “Why did 

England experience the onset of the Industrial Revolution before France? ” has been 

promoted to a position of great prominence.2 

There is by now an extensive literature offering a wide variety of responses to these 

questions. The answers seem to fall into three types. First, there are studies which 

Reprinted from the Economic History Review, Vol. 30, No. 3 (August 1977), pp. 421-41. Includes a “Com¬ 
ment” by W.W. Rostow and a “Reply” by N.F.R. Crafts, in ibid, Vol. 31, No. 4 (November 1978), pp. 610-14. 
Reprinted by permission of the Economic History Society. 
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single out a single crucial reason. To cite just a couple of examples we find views as 

diverse as those of Kemp (“if one overriding reason can be given for the slower 

transformation of the continent ... it must be the continued prevalence of the tradi¬ 

tional agrarian structures” (Kemp, 1969, p. 8)) and Hagen (“the differences in per¬ 

sonality rather than differential circumstances are the central explanation of Britain’s 

primacy . . . the Industrial Revolution occurred first in England and Wales . . . 

because British people were inwardly different from those of the continent” (Hagen, 

1967, p. 37)). 

In reaction against the single factor explanation two positions have commonly been 

adopted. One is to regard the English Industrial Revolution as the result of a previous 

period of general economic growth; thus Hartwell argues: “Do we need an explana¬ 

tion of the industrial revolution? Could it not be the culmination of a most unspec¬ 

tacular process, the consequence of a long period of slow economic growth? . . . Can¬ 

not the industrial revolution be explained more plausibly as the outcome of a process 

of balanced growth? ” (Hartwell, 1965, p. 78). The other is to list a large number of 

favourable factors, as, for example, does Kranzberg: “In short, there was no single fac¬ 

tor which can account for Britain’s leadership in the Industrial Revolution. Instead, it 

was a multiplicity of factors—technological, social, economic, political, and 

cultural—which came together in the mid-eighteenth century to provide the stimulus 

for industrial advance. In all these factors, Britain had a slight advantage over France. 

But the advantage was qualitative rather than quantitative” (Kranzberg, 1967, 

p. 229). 

None of these attempted solutions to the question of why England and not France 

has been very satisfactory and in their recent book Milward and Saul attacked them 

all. They argued that “attempts to isolate single factors which can explain the fact 

that the first industrial revolution occurred where it did . . . tend to break down 

before the enormous diversity of the continental economies. The more their history in 

the eighteenth century is considered, the greater appears the difficulty of finding one 

single factor in the British economy not present in some continental economies” (Mil- 

ward and Saul, 1973, pp. 32—3). They also pointed out that “most recent research 

into the French economy in the eighteenth century has demonstrated that the 

increase in industrial output per head in the eighteenth century was probably faster 

than that in Britain ... [so that] this general explanation no longer seems valid.” They 

also maintained that the laundry-list approach typified by Kranzberg is “too tautolog¬ 

ical to be of much value” (ibid., pp. 31, 33). Milward and Saul went on to suggest a 

new direction for search for a solution to the puzzling question of England’s primacy 

and contended that “Previous centuries of development determined that the indus¬ 

trial revolution happened not in Europe’s wealthiest, most populous, most powerful 

and most productive country, France, but in an island off its shores” (ibid., p.38). 

This article presents a critical reaction to the recent literature on the comparative 

economic history of England and France in the eighteenth century. In doing so it 

accepts Milward and Saul’s criticisms of the existing attempts to explain England’s 

primacy in experiencing the onset of the Industrial Revolution. However, the position 

taken below is that the question “Why was England first? ” is misconceived and 

should be discarded rather than new solutions being sought. In particular, it is argued 

that the question “Why was England first? ” should be distinguished from the 

separate question “Why did the Industrial Revolution occur in the eighteenth cen- 
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tury? and that the failure to do so may have been an important obstacle to an ade¬ 

quate interpretation of the economic history of France in the eighteenth century. 

The underlying view of industrialization adopted here is that economic develop¬ 

ment in general and technological progress in particular in eighteenth-century 

Europe should be regarded as stochastic processes. The main stages of the argument 

are as follows. In section II a definition of “industrial revolution” in terms of decisive 

innovations is adopted as appropriate to the comparison of eighteenth-century Eng¬ 

land and France. In section III it is maintained that whether a deterministic or a sto¬ 

chastic view of history is adopted the standard question, “Why was England first? ” is 

unanswerable. In section IV a brief review of theories of innovations is presented to 

suggest that a consensus in favour of viewing innovation as a stochastic process has 

developed in the literature on technological progress and that accepting this view 

implies that, although England had the decisive innovations first, ex ante it may have 

been either more or less likely than France to do so. In section V this proposition is 

used to suggest that the French economy of the eighteenth century has been unfairly 

and prematurely written off as inferior to the English. 

II 

To aid our examination of the problems involved in explaining England’s primacy, 

the question will be put in the more specific form found in the literature, “Why did 

the onset of the Industrial Revolution occur in England not in France? ” “Industrial 

Revolution” will be understood as a period of accelerated structural change in the 

economy, involving a rapid rise in industrial output, in the share of manufacturing in 

national product, and in factory-based activity (implying a different kind of econ¬ 

omy), based on major technological innovations. 

The focus of our attention will be on the transformation of the already existing 

industrial sector of the economy, not on the overall growth of the economy or the 

process of primitive accumulation. It will be assumed that in the mid-eighteenth cen¬ 

tury France and England were both growing economies with significant amounts of 

small-scale manufacturing activity. Then for our purposes we can follow the lead 

given by Landes in giving the cotton textiles industry the leading role in precipitating 

the Industrial Revolution. Landes does so because it met the following specifications: 

“On the one hand, [the industrial revolution] required machines which not only 

replaced hand labour but compelled the concentration of production in factories—in 

other words, machines whose appetite for energy was too large for domestic sources 

of power and whose mechanical superiority was sufficient to break down the resis¬ 

tance of the older forms of hand production. On the other hand, it required a big 

industry producing a commodity of wide and elastic demand, such that (1) the 

mechanisation of any one of its processes of manufacture would create serious strains 

in the others, and (2) the impact of improvements in this industry would be felt 

throughout the economy” (Landes, 1969a, p. 81). 

The standard question can then be reformulated in the terms adopted by Davis: 

“The Industrial Revolution had its immediate beginning in the cotton industry . . . 

The events that were decisive were two in number; the invention of the spinning 
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jenny by Hargreaves, and of the water frame by Arkwright .. . why .. . did the 

decisive inventions take place in England?” (Davis, 1973, pp. 311-13, original word 

order amended, but sense the same). 

It is as well to make explicit the counterfactual envisaged in this question, namely 

that if the “decisive innovations” had occurred in France rather than England, 

France would have had the first industrial revolution. It should be noted now, how¬ 

ever, that this formulation does not regard “industrial revolution” and the achieve¬ 

ment of “modem economic growth” as synonymous, nor is it inconsistent with the 

view that, the first Industrial Revolution having occurred, France followed a different 

route to industrialization, an “unobtrusive one.”3 

Ill 

There are two important problems which can be perceived in the current attempts to 

explain England’s primacy: the danger of perpetrating post hoc ergo propter hoc falla¬ 

cies and the failure to assess the relative magnitudes of the- impacts of the putative 

causal factors. In other words there is a need to take into account the ceteris paribus 

and to estimate the partial effects of the supposed independent variables. 

This suggests one of two approaches. First, we might seek to invoke a universally 

applicable “covering law” of the type “whenever, and only if, A then B”, i.e. A is a 

set of conditions necessary and sufficient for B. Rostow’s stage-theory approach can 

be thought of as a (bold but unsuccessful) attempt to proceed in this way by making 

such a “lawlike statement” (Rostow, 1960). However, solving the problem of the 

causes of the first Industrial Revolution in this way is impossible since it was a unique 

event and the outcome of an uncontrolled experiment. The second method would be 

to make inductive generalizations by looking for empirical associations between vari¬ 

ous features of economic life and the timing of the “decisive innovations.” This would 

be rather similar to Kuznets’s methodology in his examination of modern economic 

growth. A natural way to proceed would be to run a multiple regression, 

Y = a + PiX-i . . . + finXn + e 

where Y, the dependent variable, would be the timing of the “decisive innovations,” 

the Xs the proposed “causal factors,” and e represents an error term. This methodol¬ 

ogy would be less ambitious than the former, being concerned with sufficiency, i.e. 

with attempting to say what changes in conditions in France would have sufficed, 

ceteris paribus, to give France the first industrial revolution. Obviously, this 

approach is also impossible because we have only one observation. Even if we were 

prepared to include the imitative follower cases of the nineteenth century we could 

still expect insuperable problems of interpretation, multicollinearity, and insufficient 

degrees of freedom.4 

However, it is helpful to formulate the problem in this way. First, it serves to rem¬ 

ind us that some of the [is (the partial derivatives) could be negative-, it could be that 

some of the features of the English economy cited as favourable to industrialization 

were actually retardative. Second it draws attention to the error term; its presence 

implies that for given values of the Xs there are probability distributions of values of 



INDUSTRIAL REVOLUTION IN ENGLAND AND FRANCE 123 

Y. With only one observation, this precludes the use of the result that England was 

first to infer the favourability of particular conditions of the English economy. 

There are two different ways of looking at the error term, based on two quite dif¬ 

ferent philosophical positions with regard to the notion of “chance.” One is to attri¬ 

bute it to the difficulty of accounting for a complex event, essentially as an expression 

of ignorance in a situation where there exists a deterministic relationship between the 

factors Xj . . . Xn plus a further unspecified group of factors Xn+1 . . . Xq and Y, 

which in principle would be knowable but in practice is not. A version of this position 

appears to be held generally by economic historians. That is to say they believe that 

the observed result that England had the “decisive innovations” and enjoyed the first 

Industrial Revolution justifies the contention that the English economy was superior 

to the others in Europe, including the French even though at present they are unsure 

exactly how. This would seem to be the position of Milward and Saul, for instance, 

who are among the sternest critics of existing attempts to explain England’s primacy.5 

Unfortunately, this contention that the result demonstrates the superiority easily 

leads to “explanations of Britain’s primacy . .. [which] consist mainly of a not very 

convincing sort of retrospective inference (‘something must have caused Britain’s pri¬ 

macy in time, so presumably the earlier conditions overtly observable did’)” (Hagen, 

1967, p. 37). In other words, the favourability of certain conditions in England has 

been inferred from the result with the likelihood of post hoc ergo propter hoc fallacies. 

A different interpretation of the error term is to argue that the relationships 

between the independent variables and the dependent variable were genuinely sto¬ 

chastic in the sense that randomness rather than ignorance is involved and that the 

independent variables are related to the dependent variable probabilistically in the 

true structure. This would imply that even with all the relevant explanatory vari¬ 

ables, Xx . . . Xq present in the regression there would still be an error term, 

representing the “irreducible random.” This view seems to have no supporters at all 

in the recent debate over the causes of the Industrial Revolution. As Davis, one of the 

few to have contemplated such a view, remarks, “It could be argued that no explana¬ 

tion is needed. The events that were decisive were two in number; the invention of 

the spinning jenny by Hargreaves, and of the water frame by Arkwright . . . These 

two isolated events may have been fortuitous; the chance of personalities and their 

good fortune in seeking along the right lines. But the economic historian instinctively 

recoils from such explanations” (Davis, 1973, pp. 312-13). 

Perhaps this is partly because at first sight the idea of randomness has connotations 

of “lottery” and the abandonment of the idea that there were any causal relation¬ 

ships, i.e. in terms of the regression model this would mean that all the /Is were zero 

and there would be only “noise.” This, of course, is not implied by making the second 

interpretation of the error term. All that need be maintained is that there are proba¬ 

bility distributions of values of Y for given values of any X and that the probability 

distributions of Y are different for different values of X. That is to say that the /3 coef¬ 

ficients would be non-zero and could be interpreted as giving information about the 

partial effect of an independent variable on the expected waiting time to the 

“decisive innovations.” 

So this second view would maintain that it may be, but need not be, that England 

was superior to France in terms of the probability of achieving the “decisive innova¬ 

tions” in the eighteenth century; i.e. that the result does not reveal the ex ante proba- 
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bility of England’s winning the race, but is merely one of a distribution which we can 

conceptualize but never observe. An analogy would perhaps be to ask if Walsall’s 

2~0 defeat of Arsenal in their 1932 F.A. Cup tie would justify the inference that Wal¬ 

sall was the better team in the sense that they would have emerged victorious a 

majority of times in a large sample of games. 

To summarize section III, then, we conclude that there are no “covering laws” 

which explain England’s primacy; the best we can do is to formulate explanatory gen¬ 

eralizations with an error term. Given that the “event” is unique, the tools of statisti¬ 

cal inference are inadequate to explain the timing of decisive innovations. Thus it can 

be fairly claimed that the standard question is unanswerable. 

Furthermore, if the Industrial Revolution is thought of as the result of a stochastic 

process, the question, “Why was England first? ” is misconceived: the observed result 

need not imply the superiority of antecedent conditions in England. However, a dif¬ 

ferent question, “Why did the Industrial Revolution begin in the eighteenth cen¬ 

tury?” may, within the context of the stochastic view, still be useful. It could be 

argued that the ex ante probability distributions c. 1700 of the “decisive innovations” 

being made somewhere were such that the cumulative probability of their occurring 

before 1800, say, was virtually one. Even then the precise timing of those innovations 

would be of no very great significance. 

To clarify these arguments and to gain some idea of their possible relevance the 

next section looks at theories of inventive activity and innovation in the eighteenth 

century. 

IV 

There is, of course, a wide range of hypotheses purporting to explain inventive 

activity. The “great man” or “heroic” approach holds that “The novelties that consti¬ 

tute the basis of social growth and development are [to be] attributed to the inspira¬ 

tion of genius . . . Such avenues to truth and social change do not admit of explanation 

or analysis (Usher, 1954, p. 60). “Social determinist” views see invention, and partic¬ 

ularly innovation, as an inevitable result of necessity with “the individual ... merely 

an instrument or expression of cosmic forces” (ibid., p. 61). More modestly, there are 

hypotheses which see innovation and/or invention as induced by the economic 

environment via the profit motive. A third “response to stimuli” school of thought 

tends to accept the importance of economic stimuli but stresses the role of factors 

which affect the ability of economies to react to incentives, such as sociological influ¬ 

ences on the quality of entrepreneurship. 

All three of these positions have been assumed as the basis of explanations for 

England s primacy, although the “heroic” view has recently fallen out of favour.6 

There are several reasons but among the most powerful are the demonstration by 

Merton and others (Merton, 1973, and references therein) of a large number of multi¬ 

ples in scientific discovery generally and the simplicity of the particular “decisive 

innovations.” The result has been a widespread abandonment of the notion that par¬ 

ticular individuals are necessary to particular inventions. 

Economic inducements are strongly represented by the hypothesis that the 

decisive innovations were the result of the greater pressure of the growth of 
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demand and “factor scarcities” in England than on the Continent (Crouzet, 1967b, 

pp. 168-73; Habakkuk, 1955, p. 154). Other authors have emphasized instead a superior 

ability to respond to stimuli; for example, Rostow (1973, p.270) argues that “What 

distinguished Britain from the rest as the eighteenth century wore on was the scale of 

the inventive effort that went into the breaking of crucial technical bottlenecks.” 

Other contributors to the view that the Industrial Revolution was based on a vigorous 

response are represented by writers such as McClelland (1961, chap. 2), who stress 

sociological factors, or those like Musson and Robinson (1969), who emphasize the 

role of science. 

However, if the socio-economic theories are regarded as deterministic and 

examined as to their ability to cope with all the events in eighteenth-century innova¬ 

tion, they appear to be far from satisfactory. Musson has recently mounted a strong 

critique from this perspective. He suggests that such theories “completely [ignore] 

the realities of individual achievement, sustained effort, and the mixture of motives 

involved” (Musson, 1972, p. 49), and continues with reference to a number of 

eighteenth-century improvements. “If these inventions were simply products of 

pressing economic and social forces,” he writes, “why was there such a long time lag 

before their widespread application? Surely, if they were sociologically or economi¬ 

cally ‘determined’, ‘inevitable’, and ‘necessary’, they should have been brought into 

widespread use immediately? ” (ibid., pp. 22-23). Similarly, it is hard not to sympath¬ 

ize with the point of the following quotation from Hook (1969, p. 311): “Writing in 

1880, William James banteringly asked Herbert Spencer whether he believed that if 

William Shakespeare had not been born at Stratford-on-Avon on April 26, 1564, the 

convergence of social and economic forces would have produced him elsewhere; and 

whether if Shakespeare had died in infancy, another mother in Stratford-on-Avon 

would have delivered a ‘duplicate copy’ of him? ” 

As far as traditional economic theory is concerned it is in fact difficult, using neo¬ 

classical assumptions, to derive predictions about the rate of technological progress 

or even to support the assertions of writers such as Crouzet, Habakkuk, and Landes as 

to the beneficial effect of the “shortages” experienced by the British economy in the 

first half of the eighteenth century.7 Indeed, an eminent authority in the field has 

recently summarized his position in terms of “the extreme agnosticism to which one 

is led on the subject of technological change by recent theorising” (Rosenberg, 1969). 

However, if we look closely amongst all this apparent chaos in the literature, we 

find agreement among many recent authors on a fundamental point, namely that 

technological progress is treated as a stochastic process. Writers as apparently 

diverse in their views as Musson and Merton can be interpreted as sharing a vision of 

innovations emerging from a search process which is highly uncertain in terms of 

both the nature and the timing of its outcome, and which is conditioned as to its 

intensity and direction by social and economic variables and as to its chances of mak¬ 

ing particular discoveries by scientific knowledge and existing technology. 

Thus we find Musson arguing on the one hand that “There seems little doubt . . . 

innovators or entrepreneurs were certainly very much influenced by economic fac¬ 

tors, such as relative factor prices, market possiblities, and profit prospects,” (Musson, 

1972, p. 23) and on the other hand that “if one studies at first-hand the detailed con¬ 

temporary evidence—revealing the prolonged thought, experiments, disappoint¬ 

ments, and innumerable practical problems involved in producing an invention, from 
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the first original idea to eventual industrial application, not forgetting also the count¬ 

less failures and bankruptcies—then a theory of ‘inevitability’ appears ludicrous” 

(ibid., p. 49). 

The modern version of the “sociological determinist” view in fact is also a proba¬ 

bilistic theory, summarized thus by Merton (1973, p. 322): “innovations became virtu¬ 

ally inevitable as certain kinds of knowledge accumulated in the cultural heritage and 

as social developments directed the attention of investigators to particular problems.” 

But Merton takes pains to stress that “I do not imply that all discoveries are inevit¬ 

able in the sense that, come what may, they will be made, at the time and the place, 

if not by the individuals who in fact made them,” (ibid., p. 369) and cites evidence of 

a distribution of lags in discoveries which subsequently turned out to be multiples of 

Cavendish’s (at the time unpublished) work (ibid., p. 364). 

The common theme is taken up by Rosenberg, for the “response” school of 

thought, who stresses the uncertainty of response to economic stimuli, “Many impor¬ 

tant categories of human wants have long gone either unsatisfied or very badly 

catered for in spite of a well established demand ... a great potential demand existed 

for improvements in the healing arts generally, but . . . progress in medicine had to 

await the development of the science of bacteriology in the second half of the 

nineteenth century”\ (Rosenberg, 1974, p. 97). Elsewhere he argues that “the 

developed countries never solve more than a fraction of the problems which happen 

to be formulated and actively pursued” (Rosenberg, 1969). 

This view of technological progress has seldom been reflected in the efforts of 

economic model builders. Recently, though. Nelson and Winter have proposed a 

model which embodies an evolutionary, conditioned search approach similar to that 

envisaged by the writers cited above and which was successful in “accounting for” 

twentieth-century U.S. economic growth. They describe the heart of their model as 

follows: “Technique changes by individual firms are governed, first of all, by a satisf¬ 

icing mechanism. If the firm’s rate of return on capital exceeds a target level, the firm 

retains it with probability one. Otherwise a probabilistic search process generates a 

possible alternative technique. The probability distribution governing search out¬ 

comes is constructed in a manner that reflects the influence of ‘closeness’ and ‘imita¬ 

tion’ ... if the technique turned up by the search process is actually less costly, at the 

prevailing wage rate, than the one the firm currently uses . .. the firm changes tech¬ 

nique” (Nelson and Winter, 1974, p. 892). The authors point out that unlike neoclassi¬ 

cal theories “there was no production function—only a set of physically possible 

activities .. . The exploration of the set was treated as an historical incremental pro¬ 

cess” (ibid., p. 902). 

While this particular model may not be appropriate, its general view of innovation 

as the result of stochastic search processes, in which both economic inducements and 

scientific, supply-side considerations play a part, appears to have several advantages 

in the context of our historical concern. Such a view of the world, which appears to 

be implicit in, or at least not inconsistent with, the work of Merton, Musson, Rosen¬ 

berg, and many others, need not be troubled by a number of the difficulties which 

have been encountered in the putative explanations of eighteenth-century innovative 

behaviour. It could accommodate the appearance of inventions which were not used 

straightaway and also Merton’s theme of the “recurrent fact of long delayed 

discovery” (Merton, 1973, p. 369). Moreover, unlike the neoclassical models reviewed 

by David (see above), a response to resource “shortages” reflected in changed relative 
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factor prices would be expected and presents no difficulty since the distinction 

between factor substitution and innovation is blurred in this vision. However, the 

supply of search inputs need only be an increasing function of economic inducements, 

not exclusively related to them. The results in terms of innovative outputs would be 

generally but by no means always related to economic incentives. 

We are in no position to specify such a model and that is not the present purpose. 

What are important here are not the details of such a model but the implications of 

viewing economic history in this way, where the path of the economy could be 

thought of as the evolutionary outcome of a contingent sequence of probabilistic 

events. Two points in particular seem worth emphasizing in relation to the standard 

question “Why was England first? ” 

First, in the stochastic world which this view of technological progress embraces, 

an economy with a lower likelihood ex ante of achieving the “decisive innovations,” 

or with features which tended to lessen the chance of achieving them first, may be 

observed as the winner in a two-country race to achieve the “decisive innovations” 

that is run just once. Secondly, although at the outset one economy may have a lesser 

chance of success it is the nature of the process envisaged that if it is “lucky” early on 

it could evolve into a position with much the higher chance of subsequent success; for 

example, making a “decisive innovation” first may vastly raise the probability of sub¬ 

sequent innovations being made. 

It is held, then, that there is a strong case for the argument that the “decisive inno¬ 

vations should be seen as the evolutionary outcome of a stochastic process and hence 

that the standard question Why was England first? ” has been misconceived. This 

position has several important implications. 

(i) The fact that Britain was more advanced in 1790 and had a much superior 

likelihood of further progress in the glamour industries of the period than France does 

not of itself necessarily imply that ex ante (in, say, 1740) Britain had the greater pro¬ 

bability of achieving the first Industrial Revolution or that one should feel obliged to 

seek reasons for Britain’s inevitable primacy going far back into her history. This posi¬ 

tion is in stark contrast with that normally adopted by the contributors to the debate 

over why England was first. 

(ii) Since from the unique observed result we cannot infer anything about the ex 

ante probability of England s beating France to the “decisive innovations,” it is otiose 

to pose the question “Why was England first? ” with the hope, a la Crouzet, of gain¬ 

ing insights into growth in general. 

(iii) Indeed, if one could construct a simulation model of development during the 

period embodying stochastic technological progress, one would expect to observe 

from many runs for each economy a distribution of times for the “decisive innova¬ 

tions”. It then seems inappropriate to try to account for the one observable result of 

history drawn from an unobservable distribution of possible outcomes with a general 

theory. 

V 

Two questions immediately arise. First, does this point of view seem absurd in the 

sense that the British economy was self-evidently superior to the French in, say, the 

mid-eighteenth century? Secondly, how has the superiority inference been justified? 
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The answer to the first of these questions would seem to be a resounding “no”. In 

fact, the theme of similarities between the French and English economies is one 

which from time to time has found a number of friends. For example, Nef, writing in 

the 1940s, argued that “According to the popular misconception . . . British industrial 

development was in sharp contrast to Continental throughout the eighteenth century, 

and not simply at the very end of it. But . . . the rate of industrial change from about 

1732 to 1782 was no more rapid in Great Britain than in France, a far larger country 

with nearly three times as many people. What is striking ... is less the contrasts than 

the resemblances between Great Britain and the Continent, both in the rate of 

economic development and in the directions that development was taking” (Nef, 

1943, p. 5). 

A rather similar chord has been struck by Rostow in his recent work. His comment 

on the figures reproduced here as Table 5.1 is that “There is . . . some ambiguity 

about why Britain and not France was the first nation to move into take-off’ (Rostow, 

1973, p. 247). 

With regard to French innovative potential, Mathias (1972, p. 81) states unequivo¬ 

cally that “The French record of scientific growth and invention in the eighteenth 

century was a formidable one.” We learn from McCloy (1952, chap. 12) that in the 

first half of the eighteenth century there were more patents granted in France than 

England, despite a legal situation making it likely that patent statistics understate 

French relative to English inventiveness. It also becomes clear from a reading of 

McCloy that the French came very close to pre-empting Hargreaves’s invention on at 

least two occasions in the 1740s and 1720s (ibid.). In retrospect it would hardly seem 

a great shock if France had succeeded in view of the simplicity of the “decisive inno¬ 

vations,” French inventive ability, and the fact that search was evidently taking 

place. If so, as Rostow (1973, p. 270) puts it, “the French market, with its absolutely 

larger urban population, was not so poor as to rule out an ample domestic as well as a 

foreign market for cheap cotton textiles, if French industry had produced them first.” 

Table 5.1 Population and Output in France and England, 1700 and 1780 

France Britain 

1700 1780 1700 1780 

Population (million) 19.2 25.6 6.9 9.0 

Urban population (million) 3.3 5.7 1.2 2.2 

Foreign trade (£ million) 9 22 13 23 

Iron output (000 tons) 22 135 15 60 

Cotton consumption (million lb.) 0.5 11 1.1 7.4 

Agricultural output (1700= 100) 100 155 100 126 

Industrial output (1700= 100) 100 454 100 197 
Total production (1700= 100) 100 169 100 167 

Income/head (1700= 100) 100 127 100 129 

Source: W.W. Rostow (1975), in which the derivation and sources of data are dis¬ 

cussed. 



INDUSTRIAL REVOLUTION IN ENGLAND AND FRANCE 129 

The answer to the second question is predictable: it is Britain’s ultimate primacy 

that has, erroneously, been held to justify the presumption that something or other 

about the preceding conditions was superior, although recent authors have had diffi¬ 

culty in pinpointing the area of that superiority. Thus Davis, having found fault with 

all the standard arguments, concludes, “The safest thing to say, perhaps, is that 

although the need for innovation was strong in France as in England, French society 

offered a less congenial climate to innovation than did English” (Davis, 1973, p. 313). 

Likewise, Crouzet claims “the explanation for Britain’s superior inventiveness ... [is 

that] the conditions for innovation seem to have been more favourable than in France 

.. . [There was] a ‘critical mass,’ a piling up of various factors favouring England’s 

growth which triggered off a chain reaction—the Industrial Revolution. In France, on 

the other hand, there was no such critical mass, which is why France did not spon¬ 

taneously start an Industrial Revolution” (Crouzet, 1967b, pp. 172-3). 

But these “explanations” bring to mind Gerschenkron’s comment on Rostow: “The 

question was what made growth start. Rostow would answer that it did so because 

the preconditions were completed. When one asked how this was known, the further 

answer was that growth had started” (Gerschenkron, 1962, p. 367). Not surprisingly 

in the circumstances we find vigorous disagreement over the validity of the assertions 

of the superiority of particular key features; for example, O’Brien and Keyder (1975, 

p. 31) would reject Habakkuk’s claim (1955, p. 154) of faster growth of demand. Davis 

rejects Crouzet’s diagnosis of labour shortages (Davis, 1973, p. 312; Crouzet, 1967a, 

p. 168), and Kemp dismisses Landes’s claim of greater technical skill and ingenuity 

(Kemp, 1969, p. 17; Landes, 1969a, p. 61). 

An alternative has been to take information from the late eighteenth- and early 

nineteenth-century progress of the French economy to suggest that the French were 

less innovative and slower to adopt new methods (e.g., Landes, 1969a, p. 63). Yet this, 

too, is far from convincing. First, it can be argued that many innovations then made 

in England should be thought of as consequences of the “decisive innovations.” 

Second, French development took place under the handicaps of an English lead and 

wartime disruption and does not therefore reveal reliable information concerning the 

ex ante potential of the French economy. In any case, the determinants of diffusion 

are not necessarily the same as those of initial development, particularly where inter¬ 

national diffusion is concerned. 

So as with the a 'priori arguments of the preceding section, this discussion leaves us 

with strong grounds for resisting any automatic inference of British ex ante superior¬ 

ity. It is interesting, therefore, to note that some writers have recently begun to criti¬ 

cize what they see as an unjustified condemnation of the French economy of the 

eighteenth century and have argued for a major re-interpretation of French economic 

performance.8 It is the contention of the following paragraphs that the literature of 

which they complain is, at least partly, an outcome of the misconceived use of the 

standard question “Why was England first? ” 

It seems possible to reconstruct one powerful current in the literature as follows. 

During the retreat from the cataclysmic/exogenous view of the Industrial Revolu¬ 

tion,9 economic historians correctly perceived the need to examine the long-run 

build-up of conditions in the economy which could have promoted the Industrial 

Revolution. Ashton (1948), for example, reacted against the earlier “cataclysmic” his¬ 

tory and stressed the importance of the long view. 
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An extension of this argument was the crucial, but misguided, step that, if the first 

Industrial Revolution was a distinctive feature of the English experience and itself 

related to prior trends in the economy, then the previous experience of the economy 

in England must have been more favourable. This also assumed, particularly in the 

absence of quantitative work, that the course of development up to that point had 

been much different. This led, on the one hand, to the presumption of English 

superiority and French inferiority, and, on the other, to attempts to identify, by com¬ 

parison with other economies, favourable features of the English economy. This stage 

is well reflected in Habakkuk’s work (1955). At this level of comparison, the 

“inferiority” of the French economy was regarded as established by virtue of 

England’s primacy and non-English features of the French economy were asserted to 

be retardative of the Industrial Revolution. This process of thought is instanced in 

Kemp’s recent book (Kemp, 1969, chap.l). 

The stochastic view of technological progress advocated in this article does not 

permit this kind of reasoning and suggests a different approach. An appropriate ques¬ 

tion to have asked, when it was perceived that the long view was important in under¬ 

standing English developments, would have been, “Were there factors which made 

the probability of the onset of the Industrial Revolution high in eighteenth-century 

England? ” rather than asking, “What made France inferior? ”, the comparative 

economic historians’ translation of “Why was England first? ” 

When the question is put in the new, rather than the standard, form, and when the 

achievements of the French economy in the eighteenth century are taken into 

account, it no longer seems obvious that taking the long view should imply seeking 

reasons for French inferiority. Indeed one might also ask, “Were there factors which 

made the probability of an industrial revolution high in eighteenth-century France? ” 

and would not presume the probability was necessarily higher in England just because 

England was first. The adoption of a stochastic view of the development of the two 

economies naturally leads to the separation of the two questions “Why was the 

Industrial Revolution likely in the eighteenth century? ” and “Why was it likely in 

England? ” Looking at things this way would surely have mitigated against both the 

“unfair” treatment of France in the literature about which O’Brien and Keyder and 

Roehl complain, and also the post hoc ergo propter hoc fallacies which permeate so 

much of the literature. 

VI 

It remains to make a couple of disclaimers. First it is not argued that the Industrial 

Revolution in England was an entirely fortuitous event. Secondly, it is not argued 

that the French economy was more likely than the English to have an industrial revo¬ 

lution in the eighteenth century, but simply that the English economy, or particular 

features of it, has not been proved to be superior in that regard. 

Essentially, the argument warns against expecting too much from comparative 

economic history. Whilst Landes (1969a, p. 39) argues that “if history is the laboratory 

of the social sciences, the economic evolution of Europe should provide the data for 

some rewarding experiments,” it is unfortunately the case that some of the uncon¬ 

trolled experiments that history performed were unique, non-repeatable events. 
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Notes 

1 The author would like to thank Robert Harris, Mark Harrison, Peter Law, Ned Lorenz, 

Robert Moeller, Stephen Peck, and Gavin Wright for their helpful comments on an earlier ver¬ 

sion of this paper. They bear no responsibility for errors. 

2 See, for example, Davis, 1973; Kemp, 1969; and Rostow, 1975. 

3 This term is due to Berrill, 1965. 

4 It is noticeable that Kuznets has been able to come up with remarkably little in the way of 

powerful generalizations about the timing of the onset of modem economic growth as is wit¬ 

nessed by the very brief remarks at the end of his Economic Growth of Nations, (1971). 

5 See above. 

In notable contrast with the writers of an earlier generation, as seen, for example, by reading 

the account of the agricultural revolution in Ernie, 1961. 

7 See the extensive review of the “Habakkuk debate” in David, 1975, chap.l. 

8 In particular, O’Brien and Keyder, 1975 and Roehl, 1976. 

See Flinn, 1967, chap.l, for this expression and a discussion of the relevant historiography. 
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No Random Walk: A Comment on 

“Why Was England First? ” 

W. W. ROSTOW 

Some thirty years ago I allowed myself the following rather grandiose observation: 

“On occasion it may be proper to regard the course of history as inevitable, ex post; 

but not ex ante” (Rostow, 1948, p. 143). I was, therefore, pleased to see Mr. Crafts try 

his hand at a stochastic explanation of the coming of the first Industrial Revolution 

(previous essay). In exploring this hypothesis, however, he confronted two lions in his 

path. It is conceivable that further and deeper research might remove them. He chose 

to ignore them, rendering his essay unsatisfactory. 

The first lion is the marked acceleration in the scale of Rritish relative to French 

inventions from the 1760s onwards. The presently available statistical data are frail, 

but, taken at face value, make a powerful case. 

If these numbers were all we had, I, at least, would not be wholly convinced. But 

contemporaries and historians, without the benefit of comparative statistics, were 

fully aware of the marked absolute and relative acceleration in British inventions, not 

least contemporary French officialdom. It was after 1760 that the French govern¬ 

ment became most ardent in trying to acquire British technology. The French 

Table 5.2 Annual Average Patents Granted and Inventions Approved: Great 

Britain and France in the Eighteenth Century 

1702-11 

Great Britain 

2 

1712-21 5 

1722-31 10 

1732-41 5 

1742-51 9 

1752-61 10 

1762-71 23 (1769 

1772-81 31 (1770 

1782-91 54 (1789- 

1792-1801 72 (1796 

Source: W.W. Rostow (1975), p. 176. 

Great Britain, 

France comparable years 

6 
7 - 

10 — 

6 — 

4 — 

69 7 21) 

71 10 25) 

92 22 63) 

98 8 69) 
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became conscious that they were falling behind in this particular respect. It was, for 

example, sixteen years after the founding of Birmingham’s famous Lunar Society that 

the first private organization addressed to this problem was set up in France: “The 

Free Society of Emulation for the Encouragement of Inventions which Tend to Per¬ 

fect the Application of the Arts and Trades in Imitation of that of London.” 

The British advantage in the scale of inventive activity was noted by a Swiss calico 

printer as early as 1766, in quoting what was already a proverb (Wadsworth and 

Mann, 1931, p.413): “...for a thing to be perfect it must be invented in France and 

worked out in England.” This statement reflects an important distinction between an 

invention incorporating a principle later proved viable, and an invention refined to 

the point when production on a cost-effective basis can begin. Working out an inven¬ 

tion almost always requires many hands and minds. Present evidence suggests that 

British society diverted more talents to these tasks of invention and refinement than 

France. A serious case for a stochastic theory of the British Industrial Revolution must 

address itself, therefore, to the scale of inventive activity not merely to aggregate 

data of pre-modem economic expansion, or to the allegation that Frenchmen just 

missed hitting on the spinning-jenny and water frame. 

Now the second lion in the path: innovational zeal. The case against the stochastic 

hypothesis is heightened if one separates sharply invention and innovation, which Mr. 

Crafts fails to do. One must, at least, try to get at the relative vigour of private inno¬ 

vative entrepreneurship in the two countries. Here Mr. Crafts is a bit evasive. He 

uses the work of Shelby McCloy when it appears to fit his thesis but fails to quote 

McCloy’s final conclusion: “Private business of eighteenth-century France thus was 

more to blame than the government for failure to pursue invention” (McCloy, 1952, 

p. 191). 

In this matter of estimating innovative zeal, one must go beyond Hargreaves’s 

spinning-jenny and Arkwright’s water frame. One must look at the full range over 

which entrepreneurs were seizing on and applying new inventive insights, including 

agriculture, road and canal building, iron manufacture, and the steam engine, as well 

as cotton textiles. Here, evidently, we do not have orderly, even imperfect, statistical 

data. But we do have contemporary judgement and the conclusions of wise and care¬ 

ful scholars. Their universal conclusion that the innovational spirit in the private sec¬ 

tor of post-1760 Britain was stronger than in France need not be regarded as sacro¬ 

sanct. But their cumulative judgement must be altered by equally serious scholarship. 

It cannot, simply, be ignored. 

Nor can the explanation some have offered for this phenomenon be ignored; 

namely, that for whatever reasons, English non-conformists and Scotsmen, provided a 

more congenial setting by their society than their French counterparts, played a 

grossly disproportionate role in innovation as well as invention. This was, after all, 

what Hagen (inadequately paraphrased by Mr. Crafts) was getting at, on the basis of 

Ashton’s classic analysis. 

Was Britain’s achievement of the first Industrial Revolution “inevitable? ” I would 

stick with my youthful obiter dictum and still say no. But until Mr. Crafts (or others) 

is prepared to cope with these lions in the path, I would conclude that there were, 

indeed, “factors which made the probability of the onset of the Industrial Revolu¬ 

tion” higher in Britain than in France. Until new and serious research upsets the 

received findings, the evidence is that the levels of inventive and private innovational 
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activity over a wide front were higher in Britain than in France during the critical 
quarter-century that preceded the coming of the first Industrial Revolution. The test 
which took place from, say 1760 to 1783 was not a one-time match between Walsall 
and Arsenal, but “a large sample of games” in which Britain, with a population about 
a third that of France, generated sustained processes of invention and innovation on a 
scale the larger nation could not then equal. This was no random walk. 
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Entrepreneurship and a 

Probabilistic View of the 

British Industrial Revolution: Reply 

N.F.R. CRAFTS 

Prof. Rostow’s comment on my article is very welcome, partly because the intention 

of my contribution was to be provocative, but also because he has gladly conceded 

the main part of my case by accepting that it is appropriate to look at the Industrial 

Revolution in probabilistic terms and that it is therefore not proven that England was 

a superior economy. Nevertheless there are three points of detail and one of more 

general significance which require a response. 

First, it is not at all clear that the argument that non-conformists played a vital role 

in innovation is acceptable. Payne (1974, p. 25) has pointed out that there are very 

serious difficulties in the way of establishing this propositon in terms of differential 

survival of records. 

Second, it is clear that it is not acceptable to use patent statistics as comparative 

indices of inventive activity, or of the elasticity of entrepreneurial innovational 

response, given the well-known (different) deficiencies of patent legislation in Eng¬ 

land and France in the eighteenth century. However, as Roehl (1976, pp. 220-21) has 

argued, it does seem prima facie that biases in the patent data would be in the direc¬ 

tion of overstating English inventiveness and understating French inventivenness, and 

hence it is quite possible that one could argue for greater French inventiveness at least 

prior to 1760. 

Third, my article was concerned with the achievement of the decisive innovations 

that led to structural change in the form of the Industrial Revolution. It is not obvious 

that the greater innovational zeal which Rostow alleges was present in late- 

eighteenth-century England reflected a greater likelihood of coming up with and 

using spectacular and strategic improvements, any more than Germany was 

guaranteed the invention of the Gilchrist-Thomas process a century later. 

In any event, assertions, however widely made, about the quality of entrepreneur- 

ship, are notoriously unreliable. It may be revealing, therefore, to ask whether this 

innovational quality was reflected in rapid acceleration of the rate of growth of total 

factor productivity in the mid-eighteenth century. On the best, admittedly imperfect, 

figures available it appears that of the 0.4 percent rise in the growth-rate of the 

English economy in the period 1740-80 as compared with 1710-40, only 0.06 per¬ 

cent came from an increase in total factor productivity growth (Crafts, 1981). The 

great innovational zeal which Rostow sees in the British economy for this period 

seemingly had a very small impact on the growth process. 

On the more general content of Prof. Rostow’s comment, it seems to me that, 

although Prof. Rostow has accepted the probabilistic standpoint, he has not fully 
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explored the ramifications of this position. In this view of the world it will not do to 

talk, as he does, only of the later decades of the century when, as the Industrial Revo¬ 

lution gathers pace in Britain, the relative standing of the two economies is changing. 

This does not demonstrate that Britain had the greater ex-ante chance of making the 

decisive innovations, which after all had a positive probability of being achieved in 

one country or the other earlier in the century, and, as JVlcCloy (1952, pp. 89-93) 

shows, very nearly were achieved by France. 

If Prof. Rostow follows through the logic of his position, he must agree that we can¬ 

not answer the question “Why was England first? ” and that earlier hopes for discov¬ 

ering the causes of the Industrial Revolution by comparison .of England and France 

were too optimistic. This was a major thesis of my article. I would hope that he 

might agree with me, therefore, that it is undesirable to approach eighteenth-century 

French economic history in a preconceived search for reasons for inferiority. 



6 

Food Supply in the United Kingdom 
During the Industrial Revolution 

brinley Thomas1 

On the occasion of the Silver Jubilee of the British Agricultural History Society in 

1977, William N. Parker published an article in which he pointed out that there are 

still important unanswered questions about the English Agricultural Revolution, 

1750“ 1850. For example: 

By what means was Britain’s growing population fed in these critical decades 

before the massive imports of overseas meat and grain? Could not some bal¬ 

ance sheet be constructed to show the relative importance of dietary 

changes—whether restrictions or improvements (pace Hartwell, Hobsbawm)— 

increased grain yields and meat supplies at home, Irish and other imports, and 

finally the new crops and abandonment of fallow? . . . Did turnips or clover or 

both together feed by way of meat-animals or richer and better tilled soil for 

the grain crop—30 percent of the population increase or 80 percent of it in the 

Industrial Revolution? [Parker, 1977, p. 7], 

The standard generalization is that in the first half of the nineteenth century, when 

the population of England and Wales doubled, this substantial addition to numbers, 

thanks to the agricultural revolution, was fed out of domestic sources. E.L. Jones con¬ 

cluded as follows: 

The total population of England and Wales, which had been 11,004,000 in 

1815, reached 14,928,000 in 1836 and this enormous increase was fed. It was 

fed from home supplies, with no sustained help from imports and clearly 

without the per capita consumption of foodstuffs falling much, if indeed it fell 

at all [Jones, 1968, p. 13]. 

In their well-known textbook, The Agricultural Revolution 1750-1880, J.D. Cham¬ 

bers and G.E. Mingay reach a similar conclusion. 

The Agricultural Revolution . . . had performed its role in the process of indus¬ 

trialization. Output had risen almost as fast as population, and as late as 1868 it 

Reprinted with major revisions from Agricultural History, Vol. 56, No. 1 (January 1982), pp. 328-42. 
Reprinted by the permission of the Agricultural History Society. 
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was estimated that no less than 80 percent of the food consumed in the United 

Kingdom by a highly urbanized and industrialized population had been grown 

at home.2 

The questions raised by Parker seem to suggest that the received doctrine on this 

subject may be overoptimistic. In this paper I propose to examine this issue from a 

new angle, taking into account recent additions to statistical information on Britain’s 

overseas trade, dietary changes, and cereal consumption in the first half of the 

nineteenth century. I have also found it instructive to revisit a classic published thirty 

years ago and somewhat underrated by historians of the agricultural revolution—R.N. 

Salaman’s The History and Social Influence of the Potato (1949). 

When it is said that the increase in population during the industrial revolution was 

fed out of domestic supplies, it is necessary to know at what level the people were 

fed. What kind of subsistence was it? What were the dietary variations in different 

regions and occupations? The discussion will also be clearer if we specify which area 

we have in mind. Are we talking about England, Great Britain (England, Wales, and 

Scotland) or the United Kingdom (Great Britain and Ireland)? 

Some English authors slip into the habit of using “England” as short-hand for 

“Great Britain” and the result is a haze of ambiguity. Just as Trevelyan’s English 

Social History (1944) was well described as English history with the politics left out, it 

would be equally pertinent to say that some books on British economic history are 

British history with the Celtic fringe left out. The Celtic countries—Scotland, Wales, 

and Ireland—can be left out simply by burying them in aggregate figures for Great 

Britain or the United Kingdom. And sometimes these aggregates are used as the sta¬ 

tistical basis of a historical work purporting to be about England. A case in point is 

John Burnett’s Plenty and Want: A Social History of Diet in England from 1815 to the 

Present Day (1968), in many ways an admirable study. At the beginning of his first 

chapter, “England in Transition,” it looks as if the author is writing a book about 

England; we are given population figures not for Britain but for England and Wales 

(Wales is always lumped in with England). However, later in the chapter when it 

comes to the consumption of sugar, tea, coffee, and beer in the first half of the 

nineteenth century, the statistical time series are all averages for Great Britain or the 

United Kingdom. An examination of the statistical groundwork of the whole book 

reveals that over a third of the forty-five tables give aggregate figures for Great Bri¬ 

tain or the United Kingdom. This seems to suggest that Burnett should have had “Bri¬ 

tain” not “England” in the title of his book, and yet the book lacks a systematic 

account of the history of diet in Scotland and Wales. Surely the proper course would 

be to base the history of diet in England on strictly English sources. 

No doubt for the twentieth century it does not make much difference whether 

aggregated British or English data are used. However, for the period of the Industrial 

Revolution it is essential to draw a clear distinction between England on the one 

hand and the Celtic crescent (Scotland, Wales, and Ireland) on the other. Apart from 

the cultural differences between the Celtic and English peoples, there are solid 

economic considerations. First, there was a marked division of labor in the agricul¬ 

tural production network between the two segments of the British Isles economy. 

The Celtic sector concentrated on the production of foodstuffs, such as the rearing of 

livestock for export to the fattening areas of England. The significance of the chang- 



FOOD SUPPLY IN THE UNITED KINGDOM DURING THE INDUSTRIAL REVOLUTION 139 

ing balance between grain and pastoral farming under the influence of urbanization 

and the widening of markets was noted by Adam Smith. 

It is not more than a century ago, that in many parts of the Highlands of Scot¬ 

land, butcher’s meat was as cheap or cheaper than even bread made of oat¬ 

meal. The Union opened the market of England to the Highland cattle. Their 

ordinary price at present is about three times greater than at the beginning of 

the century, and the rents of many Highland estates have been tripled and qua¬ 

drupled in the same time [Smith, 1904,1, p. 169]. 

Second, there were striking and long-lasting differences between the bread-eating 

tastes of the English and the Celts.' To be accurate one should say the southern 

English, for the northern English shared with their neighbors, the Scots, a liking for 

oats. Until recently the general view was that by 1800 wheat had become the staff of 

life for virtually the whole population of England and Wales.3 This is no longer ten¬ 

able. Recent research has produced strong evidence that in 1801 no less than a third 

of the population of England and Wales was still dependent on barley, oats, or rye. In 

Great Britain as a whole the population consuming wheat in 1801 was only 58 per¬ 

cent.4 The data for England, Wales, and Scotland are set out in Table 6.1. By the end 

of the eighteenth century the wheaten loaf had triumphed only in southern and 

eastern England; 94 percent of the 4,284,000 living in those areas were wheat-eaters. 

In northern England, with a population of 2,092,000, the corresponding portion was 

25 percent; in that area, 50 percent consumed oats, 18 percent barley, and 6 percent 

rye. In the Celtic sector the wheaten loaf was eaten only by a very small minority. 

Table 6.1 Wheat and Coarse Grain Consumption in England, Wales, and 
Scotland in 1801 

Population 

(1000s) 

Wheat- 

eaters 

(1000s) 

Percent 

of 

population 

Coarse 

grain 

eaters 

(1000s) 

Percent 

of 

population 

England 8,502 5,890 69 2,612a 31 

Southern and 

Eastern England 4,284 4,017 94 267 6 

Wales 559 84 15 475b 85 

Scotland 1,625 163 10 l,462c 90 

Great Britain 10,686 6,137 58 4,549 42 

a 1,045,000 of these, 50 percent of the population of northern England, consumed 

oats. 

b Mainly barley. 

c Mainly oats. 

Source: Consumption data from Collins, 1975 p. 105. Population data from Mitchell 

and Deane, 1962, p. 8; Deane and Cole, 1962, p. 103. 
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10 percent in Scotland and 15 percent in Wales. The Scots went for oats (72 percent), 

barley (10 percent), and pulse (8 percent), whereas the Welsh went for barley (60 per¬ 

cent), oats (20 percent), and rye (5 percent). It is interesting to notice that the Celtic 

fringe in Cornwall in southwestern England conformed to the same pattern as Wales; 

no less than 55 percent of the population of the Southwest were barley-eaters.' 

The dietary situation in Ireland was entirely different. By the beginning of the 

nineteenth century the Irish had become heavily dependent on the potato, and in the 

fifty years between the Union of 1800 and the Great Famine, this dependency grew 

more intense. Little wheat was produced and less eaten in Ireland. In the early 1850s, 

when more reliable statistics become available, wheat production averaged 4532 

thousand cwts. per annum (1851—55), as compared to an output of 35,037 thousand 

cwts. of oats.6 Even oat consumption was comparatively modest, and only in the 

North and the East did it play a significant role. Elsewhere oats were consumed only 

in the late summer and early fall, in the weeks before the new potato crop came in. A 

conservative estimate of the potato consumption in prefamine Ireland puts the aver¬ 

age at about 4.5 lbs. per day, which is the equivalent of 1400 calories per capita per 

day (Mokyr, 1983, p. 7). For the United Kingdom as a whole, J.R. McCulloch’s fig¬ 

ures for 1821 may not be far off the mark. McCulloch estimated that of the combined 

populations, 10.3 million depended chiefly on wheat, 7 million on barley and oats, 

and 5 million (mostly in Ireland) on potatoes.7 

The third reason why it is important to disaggregate the United Kingdom into the 

English and Celtic sectors is demographic. In 1801 the distribution of the population 

was as follows: England 8,502,000, Scotland 1,625,000. Wales 559,000, and Ireland 

5,216,000. The three Celtic countries comprise 46 per cent and England 54 percent of 

the population of the British Isles; the proportions were the same in 1831. Thus, 

demographically, the Celtic sector was not so much a fringe as a hemisphere. Be that 

as it may, the role of Ireland must not be underestimated. We shall examine how 

well England was fed during the industrial revolution and the extent to which she 

drew on the agricultural resources of the Celtic periphery. 

In the second half of the eighteenth century, the scarcity of wood in Britain forced 

her to change her energy base from wood fuel to fossilized fuel, from the flow of solar 

energy to the stock.8 France, with ample supplies of timber, had no such problem.9 

The timber shortage in Britain manifested itself in a sharp rise in the price of charcoal 

after 1750. She became increasingly dependent on Sweden, Norway, and Russia for 

bar iron, timber, and naval stores. The price of imported Swedish bar iron rose from 

£12 per ton in 1763 to £24 per ton in 1795. It has been estimated that in the early 

1750s timber cargoes comprised over one-half of the total shipping tonnage entering 

British ports,10 and between the 1750s and the 1780s the quantity of timber used in 

shipbuilding was the equivalent of well over half of the total amount of timber 

imported. On the eve of the American Revolution one third of the British merchant 

fleet had been built in the American colonies. A calculation for 1788 shows that over 

a half of total British iron consumption was dependent on charcoal iron, of which 

about 75 percent had to be imported (Hyde, 1977, pp. 80, 93—94). There was a long 

secular fall in Britain’s gross barter terms of trade (the volume of exports over the 

volume of imports) from 1750 to 1788.11 

One important effect of this stringency was to bring to an end Britain’s role as an 

exporter of food. In the first half of the eighteenth century Britain was the granary of 
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a large part of Europe. Thanks to the agricultural revolution of the seventeenth cen¬ 

tury, she had the capacity to export an amount of grain which was the equivalent of 

what would feed a quarter of the British population. All this changed after 1750 when 

the population explosion was under way. The 1760s and 1770s were hard times, made 

all the worse by a succession of bad harvests. The price of wheat went up 40 percent 

in relation to other prices; the average price of lambs rose from 4s.4d. in 1732-35 to 

7s.Id. in 1761—67 (John, 1960, pp. 153—54). There were frequent violent food riots. 

English agriculture, despite the enclosures, was unable to cope. Things must have 

been serious to force the English government to repeal the restrictive measures 

against imports from Ireland which were known as the Cattle Acts (Cullen, 1968, 

p. 33). Inspired by the aim of protecting English breeders, these laws, passed in 1666 

and after, totally prohibited the import into Britain of Irish cattle, sheep, beef, butter, 

and pork; they had caused considerable dislocation and suffering in Ireland. At the 

end of the 1750s when the prices of livestock and livestock products were rising shar¬ 

ply in England, petitions were showered on Parliament from all over the country 

demanding the repeal of the Cattle Acts. In 1758 an act was passed permitting the 

import of all sorts of live cattle from Ireland free of duty for five years. The same 

applied to beef, pork, and butter, and these acts were subsequently renewed, for 

example, in 1765 in the case of cattle for another seven years and later they were 

made permanent (Macpherson, 1805, Vol. 3, pp. 308, 413). In 1784 the Irish Parlia¬ 

ment passed Foster’s Com Law, which consolidated the system of export bounties on 

agricultural products, and provided an export subsidy of perhaps 10% of the value of 

the product (Crotty, 1966, p. 22). The effect was a big increase of food shipments 

from Ireland. The details are given in Tables 6.2 and 6.3. 

Between 1760 and 1790 the value of British imports from Ireland rose two-and- 

one-half times, from £1,451,000 to £3,696,000. Purchases of beef went up threefold, 

butter sixfold, and pork sevenfold. The very high figures for 1795 and 1800 reflect 

Table 6.2 Value of Exports from Ireland, 1700 and 1750-1800 

Year ending 

25 March 

To 

Great Britain 

(nearest £1000) 

To 

all parts 

(nearest £1000) 

Great Britain 

as percent 

of total 

exports 

1700a 373 815 45.7 

1750 1,070 1,863 57.4 

1760 1,451 2,139 67.8 

1770 2,409 3,160 76.2 

1780 2,385 3,013 79.2 

1790 3,696 4,855 76.1 

1800 3,483 4,079 85.4 

a Year Ending 25 December 

Source: Cullen, 1968, p. 45. 
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Table 6.3 Exports of Beef, Butter, and Pork from Ireland to Great Britain, 

I760 I800 

Beef Butter Pork 

(barrels) (cwts)' (barrels) 

1760 24,072 35,162 13,293 

1765 20,108 38,022 7,383 

1770 31,275 114,363 12,089 

1775 36,455 115,100 17,199 

1780 89,698 135,465 49,302 

1785 43,024 159,526 21,539 

1790 51,203 194,748 46,067 

1795 95,475 214,962 88,304 

1800 123,947 208,683 98,348 

Source: Cullen, 1968, p. 70. 

the influence of the Napoleonic War. In 1794-1796 Ireland was supplying 44 percent 

of Britian’s imports of grain, meat, and butter.12 Between 1760 and 1801 the 

population of Britain increased by 0.83 per cent per annum, while domestic agricul¬ 

tural output grew by only 0.44 per cent per annum (Crafts, 1983, p. 190). It has been 

estimated that over the eighteenth century as a whole output per head in English 

agriculture went up by 25 percent, but none of this increase can be attributed to the 

second half of the century (Deane and Cole, 1962, p. 75). Indeed, the probability is 

that agricultural productivity fell in the third quarter of the century. 

The energy problem in Britain in the second half of the eighteenth century had 

expressed itself in increasingly strong competing pressures on land use—for bread 

grains, pastureland for animal products, charcoal for the iron industry, timber for 

shipbuilding and housing, oak for the Royal Navy, wood ash for alkalies for the textile 

industry, and land for transport, manufacturing, and urbanization. A major contri¬ 

buting factor was the population explosion. Between 1750 and 1800 the population of 

Great Britain increased by 46 percent, as against only 9 percent in the previous fifty 

years. Then, from 1801 to 1851, the population doubled, from 10.7 million to 21 mil¬ 

lion. How could this unprecedented swarming of numbers on a small offshore island 

be made compatible with economic growth and a rising standard of living? The 

answer, which is a major corollary of Malthus’s theory, was that Britain would have to 

obtain the equivalent of a vast extension of her land base. To do that she would need 

to become the workshop of the world and then exchange her industrial products for 

abundant cheap food from the continents of new settlement overseas. This is what 

Britain’s Atlantic economy in the second half of the nineteenth century achieved 

(Thomas, 1973). It was the payoff of her Industrial Revolution. The New World was 

called in to redress the balance of the Old. Britain’s world-wide network based on 

coal, iron and steel, new technology, capital exports, emigration, and free trade 

entailed running down.home agriculture to 5 percent of national income and in effect 
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endowing the British economy with the equivalent of abundant additional land from 

overseas. 

We now come to the major issue, namely, the feeding of England during the 

transition—the half century, 1795-1846, which it took to bring into being the indus¬ 

trialized economy that could reap the payoff of the Industrial Revolution. The first 

part of the period, the years 1795-1815, was dominated by the Napoleonic Wars. 

Wartime stringencies, the blockade, and a series of bad harvests sent the price of 

wheat up from an average of 43 shillings a quarter in 1792 to 119 shillings in 1801 and 

126 shillings in 1812. The price of a four-pound loaf of bread rose from 6 pence in 

1792 to 17 pence in 1812 (Mitchell and Deane, 1962, p. 498). The threat of starvation 

was avoided by drastic measures to curtail wasteful consumption of grain, a large 

extension of the area under cultivation, and the subsidizing of imports of food. A cru¬ 

cial factor was the remarkable elasticity of supply from Ireland. In the period 

1800-14 no less than 35 percent of the total amount of grains, meal, and flour 

imported into Great Britain came from Ireland. The various sources of supply are 

given in Table 6.4. Of the 7,338,000 quarters contributed by Ireland, 5,581,000 con¬ 

sisted of oats and 1,457,000 of wheat (Galpin, 1925, p. 252). Irish exports of foodstuffs 

to Britain in current values went up almost fivefold from £950,000 in 1784-86 to 

£4,416,000 in 1814-1816 (Davis, 1978, p. 92). In the crisis years of 1809 and 1810 

Napoleon allowed 1.5 million quarters of wheat to be sent to Britain from the French 

Empire, partly because he had to appease a strong farm lobby in his Empire at a time 

of bumper crops and partly because he was a good Mercantilist—he demanded pay¬ 

ment in gold and hoped in this way to undermine British credit.13 It is not possible to 

estimate accurately the increase in domestic output in Britain during the wars; that it 

was substantial is indicated by the fact that between 1801 and 1815 on an average 

nearly 53,000 acres were enclosed each year (Olson, 1963, p. 69). However, a heavy 

price had to be paid. According to Deane and Cole (1962, pp. 74-5), “in the second 

half of the eighteenth century, and still more at the beginning of the nineteenth, the 

supply of beef failed to keep pace with the growth of population.. . . During the 

French Wars . . . a big increase in the output of grain was achieved only by bringing 

more land under the plough at the expense of the nation’s meat supply.” 

Table 6.4 Imports of Grains, Meal, and Flour into Great Britain, 1800-1814 

Country of 

origin 

Quantity 

(nearest 1000 

quarters) 

Country of 

origin 

Quantity 

(nearest 1000 

quarters) 

Ireland 7,338 United States 1,317 

Prussia Russia 909 

(inc. Poland) 4,082 Holland 2,250 

Germany 2,961 All other countries 2,300 

Total 21,157 

Source: Galpin, 1925, Appendix 8. 
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When the Napoleonic Wars were over, the landed interest secured the passing of 

the Corn Law of 1815 which decreed that imports of wheat would be prohibited as 

long as the domestic price was below 80 shillings a quarter. Barley and oats were 

much cheaper than wheat, as can be seen from Table 6.5 (Mitchell and Deane, 1962, 

p. 488). There can be no doubt that the Scots and Welsh, depending on oats and bar¬ 

ley respectively, were getting more nutritional value per unit of outlay than the 

English who consumed white bread. This is underlined by the fact that various adul¬ 

terants such as alum were added in order to whiten inferior grades of flour used for 

the bread sold to the mass of the people. In southern England the white loaf had 

become a necessity which poor people were very reluctant to give up. The flour was 

very often made out of the worst kinds of damaged foreign wheat.14 The artificially 

whitened loaves were sold at the high price of loaves made of the finest white flour. 

There is ample evidence that in the first half of the nineteenth century agricultural 

laborers in the South of England became much worse off than their opposite numbers 

in the North. The differential had been reversed since 1770 when Arthur Young found 

that the average weekly agricultural wage in southern counties (7s.6d.) was about 

10 percent higher than in northern counties (6s.9d.). By 1850/1851 average wage rates 

in the North (lls.6d.) were 37 percent higher than in the South (8s.5d.) and the 

incidence of pauperism was 12.1 percent of the population in the South as against 

6.2 percent in the North (Caird, 1852, pp. 510-15). There were pronounced regional 

differences in the standard of nutrition. 

In the North oatmeal was made palatable by the addition of milk which was 

rarely available to the southern laborer who had no cow-pasture of his own. 

Also the conditions of service were quite different. The annual hiring of labor 

persisted in the North and Scotland—the worker got a part of his wages in meal 

or grain, irrespective of market prices, and he had cow-pasture or accomoda¬ 

tion for pig or poultry [Burnett, 1946, p. 40]. 

The southern laborers endured the full force of overpopulation, the enclosures, and 

the Com Laws. 

What was the contribution of the Celtic countries to England’s food supply in the 

thirty years before the Repeal of the Corn Laws in 1846? In seeking to answer this 

question one is handicapped by the lack of adequate statistics. As of 1826 the British 

government ceased to keep records of trade with Ireland, except for shipments of 

grains. Moreover, in this period there are no reliable statistics on British output of 

Table 6.5 Comparative Grain Prices in Great Britain, 1810-1840 

Average price per quarter 

Wheat Barley Oats 

1810 106s. 5d. 48s. Id. 28s. 7d. 

1820 67s. lOd. 33s. lOd. 24s. 2d. 

1830 64s. 3d. 32s. 7d. 24s. 5d. 

1840 66s. 4d. 36s. 5d. 25s. 8d. 
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Table 6.6 Great Britain: Imports of Grains, Meat, and Butter from Overseas and 

from Ireland, 1804-1806 to 1844—1846 (annual averages at current 

prices) 

Imports of Grains, Output Total 
Meat and Butter Total 

Col. 2 

of British 

Irish 

imports 

imports agriculture, (Col. 3) 
from from (Cols. 1 as % of forestry, imports as % of 

overseas Ireland and 2 Col. 3 and fishery as % of col. 5b 

(£000) (£000) (£000) % (£000) col. 5 % 
Period (1) (2) (3) (4) (5) (6) (7) 

1804-06 2,573 2,296 4,869 47.1 91,500 2.5 5.3 
1814-16 1,714 4,155 5,869 70.1 91,700 4.5 6.4 

1824-26 1,846 5,599 7,445 75.2 77,700 7.2 9.6 

1834-36 1,512 8,427a 9,939 84.8 89,700 9.4 11.1 

1844-46 7,377 7,966a 15,343 52.0 103,200 7.7 14.9 

a Estimated on the assumption that imports of meat and butter from Ireland were 

proportionate to the recorded imports of grains and meal (see Table 6.7). 

b Allowing for re-exports of grains, the percentages in col. 7 would be 1814-16, 6.2%; 

1824-26, 9.5%; 1834-36, 10.5%; 1844-46, 14.6%. 

Source: Davis, 1979, pp. 112—19; col. 5: Mid-decade estimate based on Deane and 

Cole, 1962, p. 166. 

wheat and other cereals. Up to 1826 the revised figures of trade in real values com¬ 

piled by Ralph Davis give a fairly accurate picture which is set out in Table 6.6. 

Between 1804-06 and 1824-26 the Irish contribution to total British imports of 

grains, meat, and butter rose from 47 percent to 75 percent; as a proportion of 

estimated British output in agriculture, forestry, and fishing, these imports from Ire¬ 

land were 7.2 percent in 1824-26. British imports of these foodstuffs from all coun¬ 

tries, including Ireland, in 1824—26 were 9.6 percent of the estimated output in agri¬ 

culture, forestry, and fishing. 

For the years 1826-49 there is a series showing the annual quantity of grains and 

meal imported from Ireland to Great Britain. G.R. Porter, in The Progress of the 

Nation (1851, p. 344) explained that “when, in order to save the yearly salaries of one 

or two junior clerks, it was determined to cease keeping any offical record of the com¬ 

mercial intercourse between Great Britain and Ireland, an exception was made as 

regards grain and flour, that trade being of great personal interest to our legislators.” 

Table 6.7 shows that the quantity of grains and meal supplied to Britain from Ireland 

almost doubled between 1820-24 and 1835-39 (from an average of 1,493,000 quar¬ 

ters to 2,867,000 annually). Although Porter’s series are known to be inaccurate, it is 

safe to assume that they reflect broad trends. If we assume, furthermore, that meat 

and butter imports increased in the same proportion, Ireland in the late 1830s was 
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Table 6.7 Grains and Meal Imported into Great Britain from Ireland, 1815 1849 

(annual averages: nearest 1,000 quarters) 

Period 

Wheat and 

wheat flour 

Barley and 

barley meal 

Oats and 

oatmeal 

Rye, indian 

s corn, beans 

and peas 

Total 

grains 

and meal 

1815-19 127 32 750 5 914 

1820-24 439 51 995 8 1,493 

1825-29 458 96 1,605 12 2,171 

1830-34 657 165 1,698 21 2,541 

1835-39 519 149 2,173 26 2,867 

1840-44 290 85 2,345 26 2,746 

1845-49 379 72 1,408 22 1,881 

Source: Porter, 1851, p. 345. 

supplying grains, meal, meat, and butter at a rate at least equal to 10 percent of the 

output of British agriculture. 

A full assessment of the contribution of the Celtic periphery to England’s food sup¬ 

ply should take into account the movement of livestock from Scotland, Wales, and 

Ireland. Space does not permit an analysis of this aspect of the subject. Its importance 

is indicated by the following statement: 

A modern estimate of the output of Scottish farms . . . confirms the feasibility 

of Sir John Sinclair’s figure of some 100,000 store cattle exported to England in 

1800, 60,000 of which were probably sold at the Falkirk Trysts. This trade via 

Falkirk probably reached its peak in the 1830s or sometime before mid¬ 

century, by which time transport changes were beginning to make an impact 

on the structure of the cattle trade between Scotland and England [Blackman, 

1975, pt. 1, p. 60; also, Symon, 1953-54, pp. 119-21], 

G.B. Porter estimated the number of live animals brought from Ireland to Liverpool 

in 1837 as follows: 84,710 black cattle, 316 calves, 225,050 sheep, 24,669 lambs, 

595,422 pigs, 3,414 horses and 319 mules. Their total value was £3,397,760 (Porter, 

1851, p. 344). If we add this, the Irish contribution in the late 1830s must have been 

at least 13 percent of the entire output of English agriculture and over 85 percent of 

England’s imports of grains, meat, butter, and livestock. The figures for 1844-46 are 

affected by the Irish potato famine and the Repeal of the Corn Laws; they register an 

enormous increase in imports from overseas—five times the amount in 1834-36—due 

to the onset of free trade, whereas shipments from Ireland as a proportion of total 

imports fell to 52 percent. Total imports of grains, meat, and butter in 1844-46 were 

about 15 percent of the estimated income in agriculture, forestry, and fishing. By 

1854-56 imports of grains, meat, and butter from overseas had trebled compared 

with 1844-46 (£22.3 million as against £7.4 million). 

An analysis of wheat imports in relation to English output is given in Table 6.8. 

The striking change after the repeal of the Corn Laws in 1846 is evident. A quarter 

of English wheat consumption was supplied by imports in 1847-56 as against about a 
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Table 6.8 England and Wales: Wheat Imports and Home Output, 1829-1868 

(annual averages, nearest 1000 quarters) 

Wheat 

output 

Wheat 

imports0 

Total 

consumption 

Imports'1 as 

percentage of total 

consumption 

1829-36 13,751 634 14,385 4.4 

1836-46a’b 15,630 1,660 17,290 9.6 

1847-56a 13,443 4,520 18,063 25.7 

1857-643 13,279 7,285 20,264 35.4 

1867-763 10,811 10,775 21,586 50.0 

a These years were chosen in order to minimize possible errors from changes in the 

composition of the “inspected market” figures, on which the author based her output 

estimates. 

b The year 1842 was omitted for statistical reasons. 

c The author noted that “the imports were admitted officially to the United Kingdom 

as a whole, but in fact came mostly to England.” (p. 102) 

dNot including imports from Ireland. Adding the recorded imports from Ireland (and 

ignoring any foreign wheat that went into Ireland before 1845, which was negligible) 

makes total wheat imports as a proportion of consumption in England 8 percent in 

1829-36 and 12 percent in 1837-46. 

Source: Fairlie, 1969, p. 102. 

tenth in 1837-46 (excluding Irish imports which raise it to 12 percent), and this was 

long before the New World became the major supplier. In 1854-56 about two-thirds 

of the grain cargoes entering Britain came from Europe and the Near East and only 

one-third from the United States. By 1867—76 half the wheat consumed in Britain 

came from abroad. 

The statistics used so far have given an unduly ascetic impression of the British 

diet—as if the British consumed only bread, butter, and meat. We must be realistic 

and add tea, coffee, sugar, rice, cheese, fruit, spices, wine, spirits, and other food and 

drink. All the above items are lumped together under “Food and Drink” in Table 6.9. 

We find that during the Corn Law regime, 1815-46, Britain’s gross imports of food 

and drink were about one-third of the value of domestic agricultural output; allowing 

for exports and re-exports the proportion was about one-quarter. In 1814-16, the 

end of the Napoleonic Wars, re-exports of coffee and sugar to Europe were abnor¬ 

mally large. When the restraints of the Corn Laws were removed in 1846, imports of 

food and drink, excluding imports from Ireland, doubled in ten years, from 

£26,691,000 in 1844-46 to £52,769,000 in 1854-56, which was 47 percent of the 

approximate value of output in British agriculture or 37 percent if we allow for 

exports and re-exports. 

The analysis suggests the following conclusions about the period 1815—46. Not¬ 

withstanding the achievements of the agricultural revolution, the supply of grains, 

butter, meat, and livestock available to the English population would have been 



148 THE ECONOMICS OF THE INDUSTRIAL REVOLUTION 

Table 6.9 Great Britain: Imports of Food and Drink (including imports from Ire¬ 

land) in Relation to the Value of Agricultural Output, 1814—1816 to 

1854-1856 (annual averages in current prices) 

Income in Col.l minus Col.l minus 

Imports of agriculture, Col.l re-exports exports and 

food and forestry and as % of as % of re-exports as 

drinka fishing col.2 col.2 % of col.2 

(£1000) (£1000) (%) (%) (%) 

(1) (2) (3) (4) (5) 

1814-16 31,127 91,700 34.0 23.2 17.5 

1824-26 25,758 77,500 33.2 27.3 25.7 

1834-36 28,465b 89,700 31.7 27.2 25.5 

1844-46 34,657b 103,200 33.7 29.9 28.1 

1854-56 52,769° 112,700 46.7 -41.7 36.6 

“Comprising grains, meats, butter, sugar, rice, cheese, fruit, spices, coffee, tea, wine, 

spirits, other food and drink. 

bIncluding imports from Ireland calculated as in Table 6.2. 

cNot including imports from Ireland. 

Source: See Table 6.6. 

smaller by at least one-sixth in the 1830s and early 1840s had it not been for imports, 

mainly from Ireland. And this indispensable assistance was being drawn from a 

colony where little was done by English landlords (many of them absentee) to bring 

about agrarian reform. Although Irish agriculture was far from stagnant in the first 

half of the nineteenth century, it is clear that there was no agricultural revolution in 

Ireland. Sluggish capital formation and technological backwardness, coupled to social 

unrest and the constraints imposed by the heavy dependence on the potato, kept the 

Irish economy far behind the rest of Western Europe (Mokyr, 1983). The considerable 

contribution which Irish agriculture made to the Industrial Revolution was expen¬ 

sive: Irish standards of living declined after 1815. As Table 6.10 shows, grain ship¬ 

ments continued throughout the famine years (albeit at a much reduced level) while 

between 1.1 million and 1.5 million Irish died of famine-related causes and another 

million fled in panic. 

The achievements of the English agricultural revolution in the first half of the 

nineteenth century tend to be exaggerated. In that period England, as an interim 

measure, drew heavily on the land resources of her Celtic colony; but, substantial 

though this input was, it was not enough to alleviate the severe strains, particularly in 

southern England. Despite the protection given by the Corn Laws, the level of real 

investment in buildings, improvements, and equipment in agriculture was stationary 

between 1800 and 1830 when the rate of population growth was at its height (Fein- 

stein, 1978, p. 40). The plight of the agricultural population of southern England, 

where the vast majority depended on wheat, was very serious. Contemporary 
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Table 6.10 Irish Exports of Grains to Britain, 1843-1849 (in 1000s of long tons) 

Wheat meal 

Wheat Barley Oats and flour Oatmeal 

1843-45 63.8 19.6 264.0 47.3 71.4 

(average) 

1846 46.7 18.6 159.8 36.2 27.7 

1847 30.9 9.5 82.2 10.6 16.5 

1848 36.2 16.0 158.5 28.0 46.8 

1849 25.5 8.9 111.1 23.0 35.9 

Source: Donnelly, 1975, p. 82. 

witnesses in the 1830s gave plentiful evidence of a shift by consumers away from 

wheat to the potato, particularly in the South of England (Salaman, 1949, 

pp. 523-31). In this way many workers were able to survive on the lowest possible 

wage.15 At the beginning of the century 94 percent of the people of Southern and 

Eastern England consumed wheat, but in Scotland 72 percent consumed oats; 

in Wales 80 percent ate barley or oats, and in the North of England 68 percent 

ate oats or barley. To interpret wheat consumption trends in the first half of the 

nineteenth century, we must realize that an increasing number of “converts” were 

switching from coarse grains to wheat. Between 1800 and 1850 it is estimated that 

the proportion of the population of Great Britain who consumed wheat increased 

from 58 percent to 81 percent (Collins, 1975, pp. 105, 114). In interpreting this 

fact one must recognize that “by the same measure, and with possible implications 

for the ‘cost of living’ debate, a disproportionate share of the increase in wheat 

production during the first half of the nineteenth century was probably absorbed 

by converts’, so that, while overall consumption per head may have been rising, 

per capita consumption among existing wheat-eaters, who formed the majority of 

the population, may have been falling” (ibid., p. 115). The “converts” were in 

Scotland, the North of England and Wales, and the traditional wheat-eaters were 

in Southern and Eastern England where the white loaf had become a necessity 

which poor people were very reluctant to give up. 

Much against the expectations of English landowners and farmers, the quarter of a 

century after the introduction of free trade in 1846 turned out to be a “golden age” 

for British farming, based mainly on a shift to livestock production. There was a long 

interval before the land resources of continents of new settlement could be fully 

mobilized. The American Civil War delayed the process; the completion of the first 

American transcontinental railroad did not occur until 1869. Moreover, during this 

period up to about 1870 there was increasing scarcity of foods on the continent of 

Europe caused fundamentally by the population explosion. 

Sometime after 1836 north-western Europe became collectively deficient in 

the bread grains. Britain’s traditional suppliers not only ceased to be able to 

meet her needs, but were to some extent competing for available supplies from 
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elsewhere (that is, principally the Russian Black Sea and Volga Steppes and the 

United States of America). The Repeal of the British Corn Laws was intimately 

associate'd with the coincidence of famine conditions in north-western and cen¬ 

tral Europe, but also with the need technically to facilitate supplies from new 

areas [Fairlie, 1965, p. 568]. 

The supplies of foodstuffs from these new areas overseas began to hit Europe like an 

avalanche in the 1880s. 

Notes 

1 I am grateful to Joel Mokyr for his valuable suggestions, particularly relating to the sections 

on Ireland. 

2 Chambers and Mingay, 1966, pp. 207-8. No source is given for the 1868 estimate. For a 

vigorous attack on the received wisdom, see Kerridge, 1969, and the reply by Mingay. 

3 According to Ashley (1932, p. 8), as many as 95 percent of the population were wheat-eaters 

at the end of the eighteenth century. 

4 See Collins’s important article, 1975. 

5 The figures in this paragraph are based on Collins, 1975, p. 105. 

6 Data from Mitchell and Deane, 1971, p. 88. O’Grada (1984) has estimated that in the pre¬ 

famine period the value of wheat production was about 4.9 million pounds sterling per annum, 

barley 1.8 million pounds and oats 8.1 million pounds. 

7 See Collins, 1975, p. 110. 

8 See Thomas, 1980, pp. 1-15. 

9 A specialist on the subject concludes as follows: “On the whole, then, France did not have a 

fuel crisis similar to the one Britain had faced. An ample supply of wood, particularly for 

manufacturers, in itself acted as a powerful deterrent to adopting coal. The French were under 

little pressure to change fuel. . . Ironically, the very lack of a shortage of vegetable fuel, particu¬ 

larly an industrial wood famine, may be considered as one circumstance which caused the 

economic development of France to lag behind that of Britain during the old regime” (Young, 

1976, p. 55). 

10 See Davis, 1972, pp. 184-85. 

11 See Thomas, 1978. 

12 Based on the revised statistics of British overseas trade in Davis, 1978, pp. 87-125. 

13 Galpin, 1925, p. 193. The reserves of the Bank of England fell from £7,855,000 to 

£3,351,000 between 1808 and 1811 (ibid., p. 193). 

14 The lurid facts were made public in Accum, 1820. 

15 Referring to the low price of potatoes, James Caird in 1852 wrote: “There could be no 

greater evil befall the English agricultural laborer, than that any circumstance could compel him 

to depress his standard of comfort so far as to be content for his principal subsistence with the 

lowest species of food in this country, the potato” (Salaman, 1949, pp. 518-19). 
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Income Elasticities of Demand and 
the Release of Labor by Agriculture 

During the British Industrial 
Revolution: A Further Appraisal 

N.F.R. CRAFTS 

i 

There has been little attention given to the role of the pattern of demand in the 

transfer of labor from agriculture to industry during the British Industrial Revolution. 

This is despite the prominence of Engel effects in many economists’ models of 

economic development (Kelley and Williamson, 1974, chap. 10). The few discussions 

which do exist indicate an expectation that the income elasticity of demand for food 

in the eighteenth century may have been high (Crafts, 1976; Ippolito, 1975). If this 

was so, it could be expected to slow down the rate of industrialization, ceteris 

paribus. 

On the other hand there has been great interest in the nature of improvement dur¬ 

ing the so-called Agricultural Revolution. The post-war literature appears to deny 

that agriculture released labor to industry during this period. E.L. Jones sums up one 

of the best known surveys thus; “It would be tendentious to praise agriculture 

because its inability to release enough labor prompted inventiveness, but it must be 

concluded that it was not usually an immediate source of labor for industry” (Jones, 

1974, p. 102). Timmer concluded that “The English agricultural revolution increased 

land, not labor, productivity” (1969, p. 392). 

Yet, paradoxically it would seem, Deane and Cole’s discussion of structural change 

in the allocation of the labor force, which has also been a central part of the post war 

orthodoxy, suggests that the proportion of the labor force in agriculture was between 

60 and 80 per cent in Gregory King’s time, 36 per cent in 1801 and 22 per cent in 

1841, the last census prior to the abolition of the Corn Laws (Deane and Cole, 1962, 

pp. 137, 142). 

Reprinted with revisions from the Journal of European Economic History, Vol. 9, No. 1 (Spring 1980), 
pp. 153-68. Reprinted with permission from the editor of the Journal of European Economic History. 
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This paper re-examines the paradox. Section II discusses and extends the evidence 

on the income elasticity of demand for food and suggests that it was indeed high, Sec¬ 

tion III reviews the concept of labor release in terms of the concept of a viable econ¬ 

omy and indicates the role which income elasticities play. Section IV pulls together 

these threads and relates them to the available evidence to suggest that once an 

appropriate conceptual framework is adopted it is clear that labor was released by 

agriculture in eighteenth and nineteenth century Britain. Output per worker in agri¬ 

culture was augmented considerably from at least 1700 on but, given demand pat¬ 

terns, it is not at all surprising that the numbers employed in agriculture grew abso¬ 

lutely between 1700 and 1850. Section V considers some implications of these results 

and, in particular, argues that it is misleading to regard population growth as suffi¬ 

cient to generate growth of the industrial labor force. 

II 

Evidence on income elasticities has proved hard to come by for the Industrial Revolu¬ 

tion period. Both Crafts (1976) and Ippolito (1975) relied on inferences from twen¬ 

tieth century data. Crafts argued that the income elasticity of demand for agriculture 

output was likely to be between 0.5 and 0.7 based on FCO data for developing coun¬ 

tries (1982), whilst Ippolito suggested 0.5 to 0.75 based on data from Houthakker 

(1957) and Stone (1954) for Britain. 

Two kinds of evidence can be used to glean information on income elasticities dur¬ 

ing the Industrial Revolution. First, there is cross-section data from budget studies. 

Very few of these exist but there are three investigations which can be utilized. These 

were made by Davies (1795) and Eden (1797) for poor, mainly agricultural workers, 

and Neild (1841) for rather better off Lancashire industrial workers. Secondly, given 

information over time on the growth of real income and population, on consumption 

of agricultural products and their prices, we can deduce a time series value for the 

income elasticity of demand for agricultural output for the economy as a whole. 

Let us consider first the budget studies. Results in detail from these studies are 

presented in Table 7.1, even though in each case the number of observations is small, 

so that those who wish to make comparisons with the well-known historical budget 

studies by Houthakker (1957) and Williamson (1966) may do so. 

Each of the budget studies was presented with a detailed commentary by the 

author and it is clear that they were all conducted with great scrupulousness. 

Nevertheless there are problems with the data which reduce the number of budgets 

which are usable for present purposes. In particular, care was taken to include in the 

regressions only those budgets where expenditure was reported on each of the 

categories rent, fuel, clothing and food, and only those households consisting of man, 

wife, and children. No attempt was made, however, to consider children in terms of 

adult equivalents because age information is not generally available. 

A more important problem concerns the income variable. Modern investigators 

usually work in terms of expenditure rather than earnings because it is believed such 

data are less liable to error and more likely to represent permanent income. Each of 

the budget studies presented a difficulty. Davies’s study gives earnings and expendi- 
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Table 7.1 Expenditure Elasticities of Demand (standard errors in parentheses) 

P 

Neild data 0.668 

(n= 14)a (0.134) 

Eden data 1.003 

(n=24)a,b (0.043) 

Davies data 0.876 

(n=32)a (0.138) 

UK working class 0.594 

1937-38c (0.021) 

UK middle class 0.344 

1937-38c (0.019) 

City dwellers, 0.537 

Germany 1907c (0.018) 

Industrial workers, 0.712 

USA 1901c (0.004) 

Industrial workers, 0.607 

Mass. 1875d (0.027) 

Skilled workers, 0.570 

Mass. 1875d (0.069) 

Unskilled workers, 0.730 

Mass. 1875d (0.038) 

Food Clothing 

y R2 P y 

0.141 0.931 

(0.140) 

-0.008 0.972 1.095 -0.181 

(0.046) (0.330) (0.354) 

0.132 0.624 

(0.097) 

0.294 1.042 0.143 

(0.019) (0.029) (0.026) 

0.386 1.342 -0.111 

(0.021) (0.154) (0.169) 

0.261 1.498 0.061 

(0.015) (0.045) (0.038) 

0.158 1.435 0.016 

(0.002) (0.019) (0.012) 

0.303 1.821 -0.274 

(0.021) (0.063) (0.049) 

0.320 1.569 -0.140 

(0.040) (0.109) (0.074) 

0.178 1.808 -0.167 

(0.040) (0.118) (0.123) 

Housing 

R2 Y R2 

0.633 0.118 0.792 

(0.235) (0.243) 

0.392 0.651 -0.103 0.399 

(0.194) (0.208) 

0.553 -0.072 

(0.026) (0.023) 

0.346 0.145 

(0.031) (0.034) 

0.913 -0.154 

(0.026) (0.010) 

0.839 -0.111 

(0.016) (0.010) 

1.436 -0.463 

(0.070) (0.055) 

1.511 -0.496 

(0.133) (0.091) 

1.367 -0.427 

(0.124) (0.129) 

a Estimates of the income elasticity of demand for food were also obtained using a 

semi-log functional form. The point estimates were 0.953 (Davies), 1.069 (Eden), and 

0.853 (Neild). 

0 Estimates were also obtained for the sample including households with a deficiency 

of more than £3 per year. The double-log estimate of the expenditure elasticity of 

demand for food was 1.000 with a standard error of 0.028 (n = 49). 

c Reported in Houthakker (1957); double-log functional form. 

d Reported in Williamson (1966); double-log functional form. 

ture on food in detail but does not give details of other expenditures or total expendi¬ 

tures. Earnings were therefore used as the independent variable. Nield’s study is 

similar. He presents evidence for two years: 1836, a “normal year”, and 1841, a year 

of depression. Income elasticities were estimated for 1836 again using earnings as the 

independent variable. Eden’s study mostly concerns 1795-96, a period of high food 

prices, and budgets reported by him for other years were not used. Expenditure, 

which is itemized in some detail and for which a total is recorded by Eden, was used 

as the independent variable. Many of the households, however, reported expenditure 

far in excess of earnings and Eden himself expressed suspicion of the accuracy of their 

budgets. The results reported in Table 7.1 therefore used a sample from which were 
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excluded all observations for which expenditure exceeded earnings by more than £3 

per year (about one-eighth of the average budget in the sample). 

Estimates of the elasticity of demand for food were obtained from the following 

regression equation: 

log F = a + /flog Y + ylog N (1) 

where F is expenditure on food, Y is expenditure (or earnings) and N is the number in 

the family. /2 is, of course, directly interpretable as the expenditure (income) elasti¬ 

city of demand for food. There are two estimation problems to be noted. For the stu¬ 

dies based on earnings, if there are errors of measurement of earnings, this can be 

expected to give a downward bias to the estimate of /3. For the study based on expen¬ 

diture there is the possibility that the regression of a part of expenditure against the 

whole will impart an upward bias to the estimate of (i. 

Income and expenditure elasticities of demand for food estimated from the budget 

studies are reported in Table 7.1, together with results obtained in earlier papers by 

Houthakker and Williamson. For the Eden study it was possible also to derive esti¬ 

mates of the expenditure elasticity of demand for housing and clothing, and for the 

Neild study the income elasticity of demand for housing could be obtained. These fig¬ 

ures are reported although not a main concern of this paper. 

We see from Table 7.1 that the estimated elasticities of demand for food in Eng¬ 

land during the Industrial Revolution are high, and in the case of the Davies and 

Eden samples are not significantly different from 1. However, before jumping to the 

conclusion that the income elasticity of demand for food was high for the economy as 

a whole two points should be noted. First, although all the estimated coefficients are 

significantly different from zero at the 1 per cent level, the small sample size has left 

quite large confidence intervals. For example, the Neild sample coefficient is not sig¬ 

nificantly different from 0.4 and the Davies sample coefficient not sufficiently dif¬ 

ferent from 0.6 at the 5 per cent level. Second, the samples are drawn from restricted 

income ranges, indeed from very poor families in two cases. The average yearly earn¬ 

ings for the Davies sample was £4.8 per head and for the Eden sample £5.7 compared 

with a national income per head in 1801 of £21.7 (Deane and Cole, 1962, pp. 8, 166) 

when the price level was 55 percent higher as measured by the Schumpeter-Gilboy 

index (Mitchell and Deane, 1962, p.469). For the Neild sample income per head was 

£15.2 compared with a national income of £24.4 in 1841 (Deane and Cole, 1962, pp. 

8, 166). Naturally the results may not apply to income disposed of by higher-income 

families. 

We can use Lindert and Williamson’s (1982) recent revisions of Massie’s account of 

income distribution in 1759 to provide a reasonable guess at the income elasticity of 

demand for food in the eighteenth century as a whole. Suppose the Eden sample esti¬ 

mate is taken to apply to families receiving up to £40 per year and the Neild estimate 

is taken to apply to families receiving more than £40 and up to £100 per year. This 

would leave the top 10% of income receivers to be considered and we might imagine 

that they would be perhaps a little higher in their income elasticity of demand for 

food than the middle class of 1937-38 say, 0.4. This procedure would give an esti¬ 

mate of the overall income elasticity of demand for food, with weights based on 

income shares, as (0.44 X 0.4) + (0.37 X 1.0) + (0.19 X 0.67) = 0.68. Obviously, 

such an estimate has quite wide confidence intervals, although it should be noted that 
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the budget studies of Neild, Eden, and Davies do nothing to indicate that the income 

elasticity of demand for food was lower than Crafts (1976) or Ippolito (1975) sug¬ 

gested. 

Nevertheless, it is useful also to consider time series evidence and this can be done 

for the nineteenth century. If prices are stable, then the following relationship holds 

A = , i 
Q (Y/P) P 

(2) 

where Q is the supply of agricultural goods, £ is the income elasticity of demand for 

food, Y/P is income per head, P is population and the dot denotes a time derivative. 

For 1820-40 data exists to give estimates of all terms in (2) except e which can there¬ 

fore be deduced. The period is a suitable one to infer e from as there were no major 

disturbances due to war or tariff changes and because relative prices between agricul¬ 

tural and industrial goods probably were fairly stable; certainly, the Rousseaux 

indices suggest that conclusion (Mitchell and Deane, 1962, p. 471). 

Use of equation (2) gives the following results 

2.10 = £1.04 + 1.34 

which gives an estimate for £ of 0.73. The data for the calculation come from Deane 

and Cole (1962, p. 8) for population and, Deane (1968) and Crafts (1983) for real 

income growth. For Q/Q, home agricultural output supply was based on Deane and 

Cole (1962, p. 166) deflated by a nine year average of the Rousseaux agricultural 

price index for each year. Net imports were added to home output using Davis (1978, 

pp. 98, 100, 106, 118, 122) and adjusting for Ireland in a fashion analogous to Thomas 

(essay 6 in this book). 

The time series approach gives a figure which is similar to the result arrived at 

from budget studies and it is suggested that the income elasticity of demand for food 

in Rritain during the Industrial Revolution was probably around 0.7. Although Britain 

was an early and rapid industrializer, this was not based on a particularly low income 

elasticity of demand for food, unlike, for example, Japan for which case it has been 

claimed that a figure of 0.2 applied during Meiji times (Kelley and Williamson, 1974, 

p. 160). None of the evidence presented suggests that Britain was anywhere near 

such a low figure during the Industrial Revolution. 

Ill 

It was pointed out in Section I that it has been generally argued that from 1700 on 

the British economy experienced a rapid industrialization of the labor force. The fig¬ 

ures given by Deane and Cole undoubtedly need some revision for the eighteenth 

century in the light of Lindert’s research (1980b). The economy appears to have been 

somewhat less agricultural than Deane and Cole thought but the share of agriculture 

in the labor force was probably, nevertheless, around 56% in 1688 and 48% in 1759 

(Crafts, 1984, pp. 20-22) and this figure declined to only 22% in 1841 (36% in 1801), 

Deane and Cole (1962, p. 142). This section briefly considers the role of agriculture in 

this process of the changing deployment of the labor force. 
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The focus is on the concept of the “release of labor” from agriculture to industry. 

The emphasis of the discussion is on agriculture’s ability to transfer labor to industry, 

although, of course, the successful implementation of the transfer required that indus¬ 

try had the capability to employ released labor. The argument is developed in terms 

of an economy whose food is entirely domestically produced and in which the rela¬ 

tive price of food is actually sustained at the same level, although in principle free to 

vary. This is a helpful, simplifying device but is in any case appropriate for an ex-post 

view of 1700-60 which will be our first concern in Section IV. The roles of changing 

prices and imports will be discussed later in Section IV. The model which follows is 

based essentially on Dixit (1973). 

The crux of the industrialization problem for an economy like eighteenth century 

Britain is as follows. Suppose agriculture is characterised by diminishing returns to 

labor. Suppose also that food demand grows at the same rate as population. Then, if 

the relative share of the labor force in agriculture is to fall, i.e. industrialization is to 

occur, it is necessary that the growth rate of the labor force in agriculture must be 

less than the growth rate of population (and the labor force) overall. This appears to 

pose problems, for whilst the demand for food grows with population the food supply 

grows less rapidly even if all the extra labor is used in agriculture (which would, of 

course, amount to a deindustrialization). Clearly to home feed all the extra popula¬ 

tion and also industrialize by having the agricultural labor force growing less rapidly 

than labor as a whole it would be necessary to have output per worker in agriculture 

rising. This in fact is the crucial condition for the “viability” of the economy. Obvi¬ 

ously, if demand were growing faster than population as a result perhaps of rising per 

capita incomes, the preceding arguments hold a fortiori. Since it is supposed that 

there are diminshing returns to labor in agriculture, industrialization requires some 

other force such as technical progress or capital accumulation to raise output per 

worker in agriculture by more than offsetting the diminishing returns. 

The point can be elaborated as follows. The production function in agriculture is 

assumed to be 

Qt = Ae^Lf (0 < a < 1) (4) 

where jx represents the rate at which capital accumulation and technical progress are 

augmenting output. The rate of growth of food supply is therefore 

| = fl + “r <5) 
Since we are assuming constant prices the growth of demand for food is the right 

hand side of equation (3) and for demand to remain equal to supply we have 

V + “ ~L = ~ ^ + n (6) 

where n is the rate of population growth. This can be rearranged to give the required 

rate of growth of the agricultural labor force to meet the growth in demand for food 

as 

L e(Y/Y — n) + n — ju, 

L = -a- 

For industrialization, L/L has to be less than n. If this condition is met then the 

economy can be said to be viable in the sense that the food requirements of the extra 
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population can be met by a rate of increase of the labor force in agriculture less than 

the rate of increase of the labor force and population as a whole. Then some labor is 

released for use in industry and the food requirements of the population can be met 

by a lower share of the labor force. 

This release of labor requires (using (7)) 

e(Y/Y — n) + n — fx 

-;-<" (8) 
which can be rearranged to give 

fi - (1 - a)n - e(Y/Y - n) > 0 (9) 

We can use (9) to consider what is required for the release of labor by agriculture. 

Even if there is no increase in income per head or zero income elasticity of demand 

for food, with population growth we need ju > 0 because a < 1. Given a, the faster 

population growth is the higher M needs to be. That is, industrialization would 

require that capital accumulation and technical progress in agriculture more than 

outweighed diminishing returns to agricultural labor so that output per worker in 

agriculture rises. Inequality (9) also reveals that the necessary ji for industrialization 

will be raised for faster growth of income per head and/or a higher income elasticity 
of demand for food. 

We can also consider the likelihood of there actually being falls in the absolute size 

of the agricultural labor force using equation (7). This shows that to get a decline in 

the agricultural labor force we need fi > e(Y/Y - n) + n. This is a more stringent 

condition than meeting inequality (9), which merely required 

M O € (Y/Y — n) + (1 — a)n . 

It is therefore quite possible to find (9) is met whilst the agricultural labor force is 

growing in absolute size. 

The (closed economy, constant price) model that we have used suggests the follow¬ 

ing conclusions. Properly conceived, the release of labor from agriculture to industry 

is concerned with a decline in the proportion of the labor force in agriculture, not a 

decline in absolute numbers. The important thing is the ability of the economy to 

meet the extra food requirements occasioned by growth of population and incomes 

whilst allowing the share of industry in the labor force to rise. Indeed we might 

expect to observe that the release of labor implied by a decline in the proportion of 

labor in agriculture would coincide with a rise in the numbers in agriculture. The 

achievement of viability or a decline in the numbers in agriculture is made harder by 

higher income elasticities. To achieve a decline in the proportion of the labor force in 

agriculture output per worker in agriculture has to be rising and so the economy has 

to find a way to overcome diminishing returns to labor in agriculture. 

IV 

We are now in a position to reconsider structural change during the Industrial Revo¬ 

lution using the results of Sections II and III. We turn first to the period 1700-60. 

Agricultural prices in relative and absolute terms were about the same at the begin- 
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ning and end of this period (Deane and Cole, 1962, p. 91) and it is safe to ignore 

imports (Davis, 1962) so the model of Section III is applicable. Recent research has 

provided estimates for population growth, agricultural output growth and growth of 

national income per head (Crafts, 1983). For 1700—60 the estimates are 0.38% per 

year, 0.60% per year and 0.31% per year respectively, figures which represent signifi¬ 

cant revisions from the original estimates of Deane and Cole (1962, p. 78). 

How was the 0.6 per cent per year growth rate for'agricultural output achieved? 

To give an answer in terms of equation (5) above we need to evaluate a, L/L and /i. 

Lindert and Williamson’s revisions of the social tables of King and Massie can be used 

to indicate that the growth rate of the agricultural labor force between 1700 and 

1760 was about —0.05% (Crafts, 1984, p. 22). Ippolito provided an estimate of 0.36 

for a (1975, p. 308); Deane and Cole’s data (1962, pp. 152,166) also suggests a share 

for labor of about 40% in agricultural output in the early nineteenth century and an 

estimate for a of about 0.4 seems plausible. Substituting these figures into equation 

(5) gives 

0.60 = ja + (0.4)( — 0.05) (10) 

and hence fi is estimated to be 0.62. 

Our review of 1700 60 suggests the following. First, it is clear that output per 

worker in agriculture was rising. Second the proportion of the labor force in agricul¬ 

ture was falling and indeed absolute numbers fell slightly. Thus the economy was 

viable and labor was released by agriculture during this period prior to the classic 

Industrial Revolution. Third, the rise in output per worker in agriculture was based 

on a positive value for /i of 0.62, a considerable achievement for the agricultural sec¬ 

tor in augmenting labor productivity. 

What factors lay behind this high value for /i? No precise answer can be given but 

some clues are available. First of all it seems clear that additions to land were not 

important; Jones estimates that land inputs in agriculture rose by only perhaps 5% in 

the whole of the eighteenth century (1981a, p. 70). Second, Feinstein argues that until 

the end of the eighteenth century capital formation in agriculture was quite small 

and it seems unlikely that the capital stock grew at more than about 0.3% per year or 

had a share in output of more than about 20% (calculated from Feinstein, 1978, p. 49). 

Third, recent work does suggest a quite rapid rise in cereal yields based on the use of 

new crop rotations; cereal yields may have risen by as much as 50-55% between the 

late 17th century and 1760 (Turner, 1982; Overton, 1979). It thus seems most likely 

that /! was high because total factor productivity growth was considerable—perhaps 

0.5% per year or thereabouts. 

We can also examine the role of the income elasticity of demand for food in struc¬ 

tural change during this period. Table 7.2 gives illustrations in terms of three cases, 

the income elasticity of 0.7 believed actually to have applied, the estimate of 0.2 sug¬ 

gested by some writers for Meiji Japan and the case of zero income elasticity of 

demand for food, i.e. growth of food demand from population growth alone. 

The object of Table 7.2 is to consider what would have been required of agriculture 

to meet different pressures of demand without prices rising and without extra food 

imports. We see that the level of ji required for viability was virtually double what it 

would have been had income per head not been growing and that it was raised by 

over half compared with an economy with a “Japanese” demand structure. 
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Table 7.2 Release of Labor from Agriculture: Some Permutations of the 
1700-60 Experience 

i) Estimated values (% per year) 

n : 0.38 Q/Q : 0.60 £ : 0.7 
Y/Y — n : 0.31 L/L : -0.05 fx : 0.62 
ii) Required fx for viability3 iii) Required fx for L/L < 0b 

e = 0.7 0.45 II O
 

0.60 
e = 0.2 0.29 c = 0.2 0.45 
£ = 0.0 0.23 n\ II o

 
o

 

0.39 

aUsing inequality (9) 
bUsing equation (7) 

The implication of the difference in demand can be shown another way. During 
1700- 60 the growth of the non-agricultural labor force was about 0.8% per year. Had 
the income elasticity of demand for food been only 0.2, then given the actual level of 
ix the economy could have had a rate of growth of the industrial labor force 50% 
higher at 1.2% per year. In other words the British income elasticity emerges as a 
potentially important retardant of the rate of industrialization. (What would have 
actually happened requires a counterfactual specification beyond the scope of this 
kind of accounting model, of course). 

We can now look at the problems posed for the release of labor from agriculture by 
the faster growth of incomes and population during the Indsutrial Revolution proper. 
Table 7.3 gives data from 1760-1800 an 1820-40; 1800-20 is omitted because Deane 
and Cole’s figures for agricultural incomes behave very erratically as do agricultural 
prices in this period. The data are taken from the same sources as for Table 7.2 and 
the calculations for equations (3) and (10). 

The examples of Table 7.3 are, of course, benchmarks by which to assess demand 
pressure on agriculture in the absence of trade or price changes and they are con¬ 
structed in an analogous fashion to Table 7.2. In fact, of course, the economy 
experienced rapidly rising food prices between 1760 and 1800 where the annual rate 
of increase of relative agricultural prices was around 0.6% (Crafts, 1983) and imports 
grew so that by 1840 net imports of all foodstuffs were about 20% of home agricul¬ 
tural output, although by this time relative agricultural prices were close to those 
of 1760. 

A comparison of Tables 7.2 and 7.3 shows that faster population growth alone more 
than doubled the fx for viability in 1760-1800 and that by 1820-40 the /x value 
required was more than 3 times that of 1700-60. In 1760-1800, it seems that the 
economy did not pass the viability benchmark and along with this failure there was 
both a fall in the achieved fx and a rise in the required /x of roughly equal dimensions. 
The value of /x appears too small even to have passed the benchmark test for a zero 
income elasticity of demand for food case. 
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Table 7.3 Pressure of Demand and the Requirements for a Viable Economy 

after 1760 

17601800 

i) Estimated values 

n : 0.83 Q/Q : 0.44 

Y/Y - n : 0.18 L/L : 0.04 

ii) Required /j. for viability iii) Required fx for L/L < 0 

c = 0.7 0.63 £ = 0.7 0.96 

£ = 0.2 0.54 £ = 0.2 0.87 

£ = 0.0 0.50 £ = 0.0 0.84 

1820-1840 

iv) Estimated values 

n : 1.34 Q/Q : 1.38 

Y/Y - n : 1.04 L/L : 0.28 

v) Required /x for viability vi) Required /x for L/L < 0 

£ = 0.7 1.54 £ = 0.7 2.07 

£ = 0.2 1.02 £ = 0.2 1.55 

£ = 0.0 0.81 £ = 0.0 1.35 

By 1820-40, however, circumstances had changed again. The estimated value of ju 

is now much higher at 1.27% which would easily pass the benchmark test for absolute 

declines in the agricultural labor force in earlier periods but is not now quite suffi¬ 

cient for viability in the closed economy, constant price case because demand growth 

has intensified substantially. The economy did pass the benchmark test for viability 

at zero income elasticity in this period. As this time with output per worker in agri¬ 

culture rising rapidly it also seems that Britain had relatively high worker produc¬ 

tivity by European standards; Bairoch (1972, p. 214) estimated that in 1860 British 

labor productivity was about 2.1 times that of Continental Europe. Growth of 

imports during 1820—40 reflected rapid growth of demand and comparative advan¬ 

tage as Britain exported increasing amount of manufactures in return for food 

imports, it did not reflect slow growth in agricultural labor productivity. 

What accounts for the behaviour of ja during 1760-1800 and 1820-40? Again the 

answers can only be tentative. It seems, however, that after 1760 growth of cereal 

yields slackened substantially (Turner, 1982) and that until the 1790s agricultural 

investment was not substantially increased (Feinstein, 1978, p. 40) whilst much of the 

diffusion of new crop rotations was completed (Jones, 1981a, p. 85). From the 1790s 

on agriculture became much more capital intensive and the higher levels of invest¬ 

ment seem to have been accompanied by a quickening of total factor productivity 
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growth. Calculations based on growth of labor based on Deane and Cole, and capital 

and land based on Feinstein (1978) suggest that total factor productivity growth 

whilst perhaps 0.25% per year from 1760 to 1800 was of the order of 0.9% per year by 

1820-40. 

Thus agriculture’s ability to release labor can be seen as follows. In 1700- 60 a suc¬ 

cessful release of labor was achieved based on substantial efficiency growth. During 

1820-40 the economy certainly was viable without requiring price rises or extra 

imports at a zero income elasticity or for e = 0.7 provided that incomes per head rose 

at no more than 0.66%. In practice, faster growth was obtainable without price rises 

by exploiting comparative advantage. During 1760-1800 the economy did not, how¬ 

ever, pass the benchmark viability test. The symptom of this failure was the rise in 

agricultural prices and the problem was both that demand pressure grew and the pro¬ 

ductivity growth in agriculture slackened. 

V 

The arguments of previous sections have been that the income elasticity of demand 

for food was high, that the release of labor should be thought of in terms of rises in 

output per agricultural worker such that extra food requirements can be met with a 

declining share of the labor force in agriculture and that output per worker rose sub¬ 

stantially in the eighteenth and early nineteenth centuries. 

Why did the authors cited in Section I appear to deny that agriculture released 

labor during the Industrial Revolution? It was not because of disagreements over 

facts, although the present paper uses revised estimates of agricultural output and 

labor force. In fact, the conventional view has argued that the economy was essen¬ 

tially home fed until the 1840s and has argued also for much greater reductions in the 

proportion of the labor force in agriculture than would now seem appropriate. Thus 

Deane and Cole suggest that the share of the labor force in agriculture could have 

been as high as 80% in 1688 (1962, p. 3) and Deane argues for 60-70% of the labor 

force being agricultural in 1750 (1979, p. 14). The estimates relied on for this paper 

are 55.6 and 48% respectively. Also I have suggested in the last section that food 

imports into Britain were of very substantial importance by 1840. 

The answer to the paradox seems to lie in the historiography of the Agricultural 

Revolution and the conceptualization of labor release rather than in disagreement 

about fact. Much post war work on the Agricultural Revolution has been enormously 

influenced by Chambers and all recent work owes a large intellectual debt to him. 

The analytic lead given by Chambers in his seminal 1953 paper attracted many fol¬ 

lowers. In reacting to the views of writers like Cole and Dobb, Chambers stressed two 

points in particular. First, that during the Industrial Revolution the adoption of new 

farming generated increases in the flows of labor services required in agriculture and 

that the rural population was rising more or less everywhere. Second, that the source 

of the supply of the industrial labor force was not agrarian change but population 

growth (1953, pp. 332-38). 

Since Chambers wrote, some discussions have tended to downplay the fact that out¬ 

put per worker in agriculture rose and to stress the rise in the absolute numbers of 



162 THE ECONOMICS OF THE INDUSTRIAL REVOLUTION 

workers in agriculture (Chambers and Mingay, 1966, p. 99; Jones, 1974, p. 102). 

Timmer’s work, as noted in Section I, suggests that the improvements available to 

agriculture raised labor inputs proportionately as much as yields. From the perspec¬ 

tive of this paper, however, the point that should have been stressed is that the new 

farming gave the agricultural sector opportunities to raise output per worker by mak¬ 

ing fuller use of workers previously underemployed for much of the year even in cases 

where output per worker hour was not raised by improvements. 

More fundamental has been the failure to emphasize the decline in the percentage 

of the labor force in agriculture when thinking of the release of labor. Most authors 

have readily accepted that the extra population could be fed with a smaller fraction 

of the workforce in agriculture but have not recognized this as a release of labor, say¬ 

ing rather that population growth led to the industrialization of the labor force. Thus 

Deane says, “If the agricultural industry did not actually supply the labor which the 

labor intensive techniques of the new industry demanded, it fed the increasing popu¬ 

lation from which the industrial labor force was drawn” (1979, p. 48). Jones and 

Woolf say, “labor was probably not released from agriculture during the first wave of 

change—mixed farming had heavy labor needs and the absolute number of farmhands 

actually grew—but the nation’s food supply could be secured by an ever smaller pro¬ 

portion of the national workforce” (1969, p. 15). The model of Section III shows that 

this is a release of labor by exposing the counterfactual. The discussion of Section IV 

indicates that this is perhaps something of an overstatement of agriculture’s success. 

There is, however, a much more than a terminological difference between the 

analysis of the present paper and that of Chambers and his followers. Their view 

argues that population growth provided the labor supply for industry. The model of 

Section III shows that it is seriously misleading to regard population growth as either 

necessary or sufficient to generate the industrialization fo the labor force. In particu¬ 

lar, if fx had been less than the viability requirement for zero income per head growth, 

then population growth would generate de-industrialization in the constant price, 

closed economy, constant living standards case. For example, if 1700-60 had been 

zero then to preserve constant prices without imports for even the modest population 

growth of that era would have required an agricultural labor force growth of 1.50% 

given income per head at 0.31% per year, far above overall labor force growth and 

thus generating deindustrialization. 

Using a result shown by Mokyr (see essay 4 in this book), the point can be made 

much more explicit. If /jl = 0, we have 

where k = L/L -5- n. Industrialization occurs in our definition when k ( 1. 

For the economy as a whole in the eighteenth century, the elasticity of income with 

regard to labor was fairly close to the value of a in agriculture, it can be supposed, 

since labor’s share of national income was around 0.45 (Deane and Cole, 1962, 

p. 301). Mokyr shows that the growth of demand for agricultural goods will be equal 

to 

[1—c(l—a]n (essay4) . 
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Equating supply and demand growth we would then have 

«kn = [1 - C(1 - «)]n (12) 

Hence 

k = 
1 - c(l - a) 

a 
> 1 (13) 

from which we see that increases in population growth will tend to raise the propor¬ 

tion of labor in agriculture given that £ and a are less than 1. The intuition of the 

result is quite appealing, namely that with supply elasticities the same for both sec¬ 

tors population growth tends to raise the relative size of the sector with the low 

demand elasticity. 

Finally we can point to two corollaries of the high income elasticity of demand for 

food. First, it means that economic growth brought strong demand pressure to bear 

on agriculture so that faltering supply growth could well generate short term market 

rises in agricultural prices. Economic growth might well involve, as it did in the late 

eighteenth century, rapid changes in relative prices. Second, given the well docu¬ 

mented sluggish behavior of money wage rates (Flinn, 1974) and the very high share 

of expenditure on food in lower income budgets (Crafts, 1982) in the short term 

economic growth might operate to the detriment of lower income groups. The impli¬ 

cations for the distribution of gains from industrialization in the early phases of the 

Industrial Revolution may be worth further consideration. 

Note 

This is a revised and updated version of a paper originally written in 1977 which was origi¬ 

nally published in the Journal of European Economic History IX (1980). I am particularly 

indebted to Joel Mokyr for his insightful suggestions on the revised version and to P.J. Law for 

comments and to M. Casey for computational assistance on the original paper. I am solely 
responsible for errors. 
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Industrialization and the 
European Economy 

Sidney pollard1 

i 

Traditionally, the industrialization of Europe has been viewed as a series of separate 

“industrial revolutions.” Each country has been treated as an “economy” and its pro¬ 

gress compared separately with some kind of implied model. There can, for example, 

be few universities in Britain in which the annual examination ritual does not include 

some questions about the retardation of the industrial revolution in “France” or its 

acceleration in “Germany” in the nineteenth century. 

There are many good reasons for making the political state, or even a notional 

country like Germany before 1871, the unit of investigating the process of industriali¬ 

zation. It follows the practice of contemporaries, who were mostly concerned with 

influencing economic development by the only political authority available, the 

state. Political historians, too, are wont to see the nineteenth-century world as made 

up of the individual states of Europe (Bridbury, 1972). And in truth many issues of 

direct relevance to industrialization operated within political boundaries or were 

affected by political decisions. These included protection, the currency, access to 

markets and colonies, and poor laws and factory acts. Other important legal and 

social data, such as serfdom, the status of the businessman, primogeniture, and guild 

and staple rights, might in some cases coincide with the political frontiers, but as a 

matter of fact did not so coincide in some of the leading countries of Europe during 

the early stages of industrialization. 

In recent years yet another reason has emerged for viewing industrialization in 

national terms: many of the countries attempting to industrialize today have to use 

the whole apparatus of state power to propel their industrial revolution forward so 

that it must appear as an act of political will. By analogy, this is then applied to 

Europe in the nineteenth century. 

This article will argue that the traditional view has reached its limit as a method 

both of exposition and of analysis, and that further advance must come from a new 

Reprinted with revisions from the Economic History Review, Vol. 26, No. 4 (November 1973), pp. 636-48. 
Reprinted by permission of the Economic History Society. 
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starting-point. It will argue that, useful as the “national” approach has been in the 

past, particularly by evolving testable models, it was based on faulty observation. 

The industrialization of Europe did not proceed country by country. On a map of 

Europe in which industrialization was colored, say, red, it would by no means be the 

case that an area corresponding to a country within its boundary would turn uni¬ 

formly pale pink, dark pink, and so on to deepest crimson. On the contrary, industri¬ 

alization would appear as red dots, surrounded by areas of lighter red diminishing to 

white, and with the spread of industrialization these dots would scatter across the 

map with little reference to political boundaries. It would also follow that the 

dynamic of the infection of this rash of red dots, crossing frontiers while by-passing 

large areas of the home country, must clearly have a largely non-political explana¬ 

tion. 

It is this dynamic element, the method of transmission, which should be a major 

object of study, but has inevitably been lost sight of in the traditional approach. To 

change the metaphor, we have tended to treat each country like a plant in a separate 

flower pot, growing independently into a recognizable industrialized society accord¬ 

ing to a genetic code wholly contained in its seed. But this'is not how the industriali¬ 

zation of Europe occurred. Rather, it was a single process: the plants had common 

roots and were subject to a common climate. Further, the development and chronol¬ 

ogy of the industrial revolution in each area was vitally affected by its place in the 

general advance, by those ahead of it as well as those trailing behind it, and this rela¬ 

tivist role must form part of any description or analysis. 

It should be admitted at once that this article is itself open to the same objection as 

the traditional single-country approach: the course of the European industrial revolu¬ 

tion in turn cannot be explained fully without its mutual interaction with other con¬ 

tinents.2 The story told here, it cannot be stressed too strongly, is therefore still only a 

partial story. But it is a beginning, and we can at least plead that the necessary and 

dynamic relationship between the industrialization of Europe and the rest of the 

world has received some attention recently3 and is therefore in less need of emphasis. 

Here we shall try to make the case for a single European economy in the crucial years 

of industrialization, c. 1815-1914. 

II 

Before proceeding to consider Europe, an area larger than the nation state, as an 

appropriate framework for the study of industrialization, it is worth making a digres¬ 

sion to a unit smaller than the nation state. It is clear that in the pioneer country 

itself, Great Britain, we shall miss much of the actual dynamic (Isard, 1949) of indus¬ 

trialization if we neglect the fact that the “industrial revolution” came much earlier, 

say, to South Lancashire and the Black Country than it did to Lincolnshire or Kent; 

that even concentrated manufacturing regions like Sheffield with Hallamshire or the 

West Country woollen areas were revolutionized generations after the cotton areas; 

and that some of the regions leading in the first phase, like North Wales, the Der¬ 

byshire uplands, and even Cornwall (Dodd, 1933; Rowe, 1953; Chapman, 1967), 

petered out as industrial concentrations in later phases. 
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Behind the temporal sequences lay functional relationships. Agrarian advances in 

some areas may have stimulated early industry in other less-favored ones (E.L. Jones, 

1968), while in turn an industrial or urban expansion in areas like Lancashire affected 

agrarian development in surrounding counties. Regional specialization associated 

with modernization, for example in pottery, in cutlery and toolmaking, or in woollen 

textiles, was tantamount to de-industrialization elsewhere. Alternatively, the intro¬ 

duction of advanced factories, say cotton mills, in one district, might lead to the 

extension of an obsolescent system, domestic labor in cotton weaving or framework 

knitting, in others. And in turn, the concentration of a region on the latter might 

help to make it miss the bus in relation to machine spinning thereafter (Chapman, 

1967, pp. 212-15). 

The point is not merely the banal one that the mechanization of one industry has 

consequences on others, but that around each may be a whole regional society with 

identifiable features appropriate to a certain stage of the industrialization process 

differing from the stage reached by other regions. An industrial or commercial con¬ 

centration transformed its local enonomy and society well before it helped to 

transform the economic life of the country as a whole. At any given cross-section in 

time, let us say in 1815, some regions were more advanced than others: ultimately the 

whole of Britain became modernized and industrialized, but the path followed by 

each region was different and was determined at each point in time by its inter¬ 

relation with the rest. No history of industrialization of any one region in isolation 

from the others would make much sense: one of the significant features of the indus¬ 

trial revolution in Britain was its complex regional inter-relationships. 

So it was on the Continent. A map of c. 1815 would have shown several distinct 

groups of red dots. One was shaped like a curved dagger pointing from the Channel 

coast to the heart of Europe, including northern France and Belgium, Rhineland- 

Westphalia, Alsace, and parts of Switzerland. A second group of dots would be scat¬ 

tered farther east, covering parts of Saxony, Bohemia, and Silesia. As if to prove the 

vanity of politics, both these main areas happened to straddle several major frontiers. 

Other secondary centres might be found in and around the large cities such as Paris, 

Vienna, Berlin, and St. Petersburg. 

Even if we agree that “the striking thing about the imitative ventures on the Con¬ 

tinent is certainly their spottiness. One modem ironworks went a long way” (Ohlin, 

1959, p. 349), the fact remains that when industrialization finally did take its leap 

forward, these were its jumping-off points. A map of Europe around 1865 would have 

shown the original areas of dots to have become solid red belts, with new dots scat¬ 

tered thickly all over the north-western half of Europe, and very thinly in its north¬ 

ern, eastern, and southern marches, and in Ireland. If we let another half-century pass 

and observe conditions around 1914, we note that much of the north-western half of 

Europe is now solid, while the scatter of dots in the periphery has become much 

denser. Today, after two world wars, the relative level of industrialization and of 

incomes across Europe still has basically the same pattern. 

Is there anything to be gained by this kind of regional-local approach? Apart from 

its claim to greater historical accuracy (Thorp, 1926, pp. 103-4; Clough, 1957; Nef, 

1950, p. 292; W.G. Hoffman, 1958, pp. 43ff; Wright, 1939, pp. 129 ff.), its merit, if 

any, must lie in opening up new and potentially fruitful questions (see North, 1955). 

Two types of question spring immediately to mind. The first is concerned with our 
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concept of industrialization: how do we define, or recognize, the different stages of 

an industrial revolution? The national framework has left us floundering among pro¬ 

portions of output furnished by manufacturing industry, its share in the labor force, 

numbers working in factories, provison of capital or horsepower, rate of growth of 

industrial output, the share of capital goods in total output, and the share working for 

a market economy or for wages. The regional approach will at least make us wary of 

such definitions of industrialization as that which uses income per head as an indica¬ 

tor (Hartwell, 1971), since observers from Sismondi to Villerme seem to agree that the 

industrial centres were noted for their poverty rather than their wealth. There is at 

least a chance that it may shed some light on our search for a postive identification. 

The second set of questions is concerned with favorable settings and preconditions, 

and therefore, in at least one sense, with causes. What disposed some areas to take 

more quickly to the new system than others? Was it natural resources? Location and 

transport facilities? A developed capitalistic commerce or access to foreign technol¬ 

ogy? Regional advantages in education? (Fohlen, 1971, p. 162). A background of 

urban handicraft, centers of consumption, or associated external economies? A flour¬ 

ishing domestic industry? Favorable systems of inheritance? (Habakkuk, 1955). 

Freedom from capricious autocracy, from serfdom, or from guild obstructionism? 

Again, we see at once that some solutions proffered on a national scale come off 

badly: such are government policies like protection, subvention, or, on the contrary, 

free trade, when some early industrializing regions differ so widely from others sub¬ 

ject to the same legislation, while showing great similarities to their opposite numbers 

existing under a very different political framework; or the doctrine of a “critical 

minimum effort” needed to take an economy out of its traditional balance (Leiben- 

stein, 1957, p. 185 and passim.) which has little persuasive power in a regional con¬ 

text. Perhaps here, too, we may hope to get some positive aid by operating at the 

microlevel in our search for causes, sequences, and the relative weight of factors. 

Ill 

However promising this regional, or for that matter the traditional national, emphasis 

may be, they must in the end be put into context by treating the whole of Europe as 

one single macro-development area. Let us begin by considering the period of early 

European industrialization c. 1815-65. 

Paradoxically, whatever economic inter-relationships Europe possessed before the 

war, and they were many, were reinforced by blockade and counter-blockade, as well 

as, indeed, by the Napoleonic dream to turn the Continent into one single economic 

area. From 1815 on, the common distresses of war were followed by the common 

disasters of peace. First, there was the mass dumping of British manufactures on 

European markets. The unfortunate timing of the war, which granted the Continent 

artificial protection from Britain’s exports and isolation from her rapid technical pro¬ 

gress, followed by the peace, and an abrupt exposure to the full blast of her 

accumulated commodities and superior skills, undoubtedly constituted a traumatic 

setback for several continental industrial centres. And this was compounded by the 

artificial separation of producers from their market, as was the case with the indus¬ 

tries of Belgium and Rhineland-Westphalia—divided from the French consumers for 

whose needs they had been primarily created. 
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Thus parts of Europe were becoming de-industrialized owing to the expansion of 

British industry, as East Anglia was becoming de-industrialized owing to the expan¬ 

sion of West Riding industry (Clapham, 1910). The textile and metals industries suf¬ 

fered most, particularly in Austria and parts of Germany. Even centres with well- 

established export markets, like the Silesian textile manufacture and the Rhineland 

mills, lost many of them to Britain (Beer, 1891, pp. 312-15; Aegidi, 1865, pp. 40-41). 

In Italy, French textiles were driven out by the British who, according to Talleyrand, 

the French ambassador in Naples, “know how to put themselves out to meet the 

needs, the whims and the imagination of men, making for them fabrics at all kinds of 

prices according to the level of poverty of the regions for which they are intended”.4 

But some firms, the best and toughest, survived. Their world lay between the more 

advanced British on one side and the more backward Europe on the other. Belgium 

was the territory which became keyed first and most successfully into such an 

intermediary role, and Belgian industrial history can be fully understood only within 

the context of this dual relationship. Though favored by coal and iron resources, by 

location and transport, by relative wealth and urban and industrial traditions, 

Belgium’s industrial revolution depended on the British. British entrepreneurs 

pioneered and founded her major engineering works, above all Cockerill’s at Seraing, 

who boasted in the 1830s that they knew of all inventions within ten days of their 

appearance in Britain. Others helped to establish some of the leading textile works 

and, in the early phase of the railways, built and financed large parts of the Belgian 

railway network, both state-owned and private. 

At the same time, Belgium became a centre of diffusion. In the words of one con¬ 

temporary of 1835: 

John Cockerill travels on the great highways in his coach. Here he builds fur¬ 

naces and there chimney stacks. He covers fields with his tents and then when 

all his preparations have been made he erects the steam engines which have 

followed in his wake . . . and which breathe life into the great pile of bricks. 

And the next day the peasants hear a loud rhythmical noise coming from the 

factory—like the breathing of some enormous monster who, once he has begun 

to work, will never stop. And John Cockerill climbs back into his coach and 

government officials unsuspectingly sign his passport as if it referred to a con¬ 

signment of wine and they do not realise that this silent man who seldom puts 

pen to paper is far more likely to turn their old world upside down than many a 

revolutionary who has his pockets stuffed with political programmes and mani¬ 

festoes.5 

The provenance of steam engines, perhaps representing the most advanced sector 

of current technology, was characteristic of Belgium’s position. In 1830, there were 

428 steam engines in the country, of which 74 (21 per cent) were foreign built. By 

1844 there were 1,606, of which only 110 (7 per cent) were foreign built. At the same 

time in the 1830s Belgium exported seven times as much in value of engines than she 

imported (Levy-Leboyer, 1964, p. 364). 

The French textile industries in the northern departements and in Alsace and the 

French metals and engineering industries similarly had to fit themselves into a world 

in which the British had established a powerful dominance. Thus, in textiles, as 

Lancashire-Yorkshire could not be beaten in coarse-quality mass-produced goods, the 

French developed higher-quality fabrics as their area of strength. Even in cottons, 

where the British lead was greatest, although the quantity of raw cotton consumed by 



170 THE ECONOMICS OF THE INDUSTRIAL REVOLUTION 

Britain in 1836 was at least three times that of France, the output of French fabrics 

(partly, no doubt, because of higher costs and partly because of higher quality of 

workmanship) was worth three-fifths of that of the British. The British led in pig iron 

output, but the French exported large quantities of finished metal goods to the less 

advanced regions of Europe (ibid., p. 410). At home, the French might have had a 

protected market. Abroad, at least until the mid-century, the non-industrialized 

world was still too large for Britain to fill by herself, and here lay the chance for the 

early continental industrializers. 

It was, however, in the German states that awareness of the location between the 

two worlds was strongest, as indeed it was also the German Confederation in which 

frontiers were most clearly irrelevant to economic reality. This was, perhaps, made 

most explicit in the debate surrounding the new Prussian Tariff Act of 1818, and its 

extension to a large part of Germany through the Zollverein in the course of 1828—33. 

The debate of 1815-18 is usually portrayed as a simple clash of sectional interests. 

Thus Field Marshal H. v. Boyen in a letter to Hardenberg, the Chancellor, in 1819: 

The West, perhaps already over-supplied with manufactures, sees in England 

its enemy who has to be fought continuously. The East, against which each 

year another market for corn is being closed, longs for British manufactured 

products and others like them in order to get rid of its corn by these purchases.6 

But what is significant here was the extent to which external, rather than internal, 

relationships were considered. The concern of the eastern landowners (as of the mer¬ 

cantile cities, the other large free-trade lobby) was the relationship with Britain, 

while western industrialists were concerned partly with Britain and partly with their 

export markets. In vain did the Prussian bureaucracy protest, truthfully, that the Tar¬ 

iff Bill was intended to deal mainly with internal administrative and taxation prob¬ 

lems. Its spokesmen were driven to find justification on the more general grounds of 

favoring Prussia’s prosperity and her industrialization. The decision to go in for free 

trade in 1818, at a time when Prussia was the only European power to do so, was no 

doubt ultimately anchored in the power of the Junkers, but the arguments developed 

in what was a remarkably articulate debate within the hierarchy, were conducted 

mainly in terms of furthering industry at a stage when Prussia occupied that middle 

position between British industrial power and the potential markets of her backward 

neighbors. Here, typically, is Biilow, explaining the proposed Tariff Bill to King 

Frederick William III in 1817: 

External competition, far from suppressing home industry, tends to perfect 

manufacture and induce an extension of activity. The Provinces of Lower 

Rhine, Westphalia and Saxony learnt by these means how to exercise their 

skills. While they had to stand up to foreign competition without political 

defences or powers of prohibition, their manufactures rose, and their industri¬ 

ousness [Industriefleisz] prospered to such an extent that they do not now need 

to worry about sales at home, their goods can stand up to British competition 

by their high quality and moderate prices.7 

As another example we may quote the report dated 20 June 1817 by the Taxation 

Commission of the Prussian Staatsrat which accompanied its vote for the Tariff Bill, 

an important stage in its progress. Raw material costs were, they noted, much the 

same all over Europe, though Prussia might have the edge in flax and wool; interest 
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rates were low in Prussia (Silesian 4 per cent stocks standing at 105 being much the 

same as British 3 per cent stocks at 78 3/4); wages were lower than in England; and 

only British machinery was superior, but might be copied. Thus many Prussian tex¬ 

tile districts (but not the cotton spinners of Berlin and Silesia) should be in a position 

to beat the British in third (export) markets, as did the unprotected mills of Saxony 

and Switzerland.8 Certainly Kunth, travelling in 1817 in the province of Saxony and 

to Minden and Bielefeld in the west to investigate the textile manufacturers’ com¬ 

plaints, reported continuing exports as well as stiff British competition (Bothe and 

Bitthaler, 1934, pp. 43-44). 

Basically, they echoed Silesian provincial President Merckel and the military 

Governor Maj.-Gen. von Gaudi in their submission of the Silesian demands at the 

Peace Conference of 1814. These two spokesmen were convinced that the Silesian 

textiles could hold their own in South America, given fair treatment, and hoped “to 

ensure in the peace treaty what has never before been achieved: that Silesian linen 

should not be burdened in Portugal and Spain with any higher duties than French 

and British linen.” They also noted the large markets for Silesian textiles in Russia, 

Poland, and Austria which should be safeguarded (Treue, 1937, p. 34; Linke, 1899, 

pp. 193-95, 201-05). 

By the time of the debates of 1828—33 which surrounded the formation of the 

Southern Customs Union, the Central Tax Union, and ultimately the Zollverein, the 

inter-relation had become much clearer. It was universally expected that within what 

was now a single free trade area, the more advanced industrial districts—the duchy of 

Berg, Saxony, Silesia, or Nuremberg, for example—would replace some British 

manufactures in the less industrialized regions, and these, in turn, would send exports 

to Switzerland and Italy, while Saxony would continue her smuggling trade into 

Bohemia (Bab, 1930; Rothe and Ritthaler, 1934, pp. 547, 549-50, 604; Treitschke, 

1882, p. 659). As a matter of fact, within a few years the Zollverein had become an 

importer and exporter not only of manufactures, but also of food.9 

Economic relations with Britain were particularly close in the subsequent twenty 

years or so. In the dynamic equilibrium established between the two trading areas, 

both natural resources and labor could be considered immobile, and German wages as 

a whole could stay below British wages as a whole, as long as German productivity 

was lower. The ratios of comparative costs (or factor endowment, if the term is pre¬ 

ferred) favored Britain where better machinery made British labor more productive, 

but favored Germany where comparable machinery allowed her lower wages to give 

her a cost advantage.10 Thus British yam and German looms, British iron and German 

metal goods were added to British ships and Baltic grain and naval stores to form a 

symbiosis comparable to that of American cotton and Lancashire spindles. Friedrich 

List (1841) saw part of the truth in the danger threatening the developing German 

industries from the developed British ones. But he failed to see the other part, the 

wide open markets available to the industrializing German areas, both inside their 

otra countries, and farther east and south, and the aid they received in their expan¬ 

sion by being able to use cheap British iron, yarn, or machinery. These elastic mark¬ 

ets provided the dynamic for German growth, even though British exports were 

breathing down German necks, and, in principle, that dual relationship became the 

pattern for European industrialization. It is precisely what is not available to indus¬ 

trializes today. 
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The analysis cannot be pursued here into the next phase, c. 1865-1914, except for 

one generalization. As industrialism spread outwards, the original heartlands found 

the adjacent areas ever less dependent and ever more competitive, so that they had to 

go farther and farther afield for complementary food, raw materials, and markets, 

leaving Europe to the later starters. Britain was the first to begin to turn her back on 

Europe, slowly in the 1840’s and more rapidly from the peak of the 1870’s on (Hoff¬ 

man, 1933, pp. 5ff; Condliffe, 1951, p. 208), but the fate of being supplanted by one’s 

earlier industrial dependencies also began to overtake the continental heartlands in 

their turn in the age of “Imperialism.”11 As for the latecomers, not only is it true that 

the later they are, the wider the gap in technology and the greater the difference in 

social structure that have to be bridged; but also the larger the pack of competitors 

baying at their heels, and the narrower the backward world still open to them 

(Berend and Ranki, 1982). Somewhere near the outer periphery of Europe there is the 

watershed between societies which on contact with the new industrialism were capa¬ 

ble of imitating it and becoming part of it, and areas which, at least for a long period, 

were transformed away from it, becoming specialized as “colonial” economies and 

facing an ever wider gap between themselves and the advanced economies.12 That 

line marks the difference between the industrialization of Europe and the industrial¬ 

izes of today. 

It is worth repeating that we are describing not merely a sequence but also a 

mechanism. Looked at from the narrow limits of one country, we may grasp such par¬ 

tial relationships as “export-led industrialization” or “enclave” economy (Berrill, 

1960; Froelich, 1936, pp. 58 ff.; Fanfani, 1972, pp. 215 ff.; Hughes, 1959, p.339; Ohlin, 

1959, pp. 350-51; Nurske, 1959, pp. 13 ff.). But the real historical relationships were 

multilateral and continuously changing. The British industrial revolution took the 

course it took, because among other reasons, elastic export markets were available for 

the products of the mills; German weaving could expand because the mills existed in 

England; and Dutch, Danish, and Swiss agriculture was built up on the nearby 

existence of large industrial populations. The industrial revolution in Europe was not 

merely the national repetition of a pattern; it was also the continuous adaptation to a 
continent-wide opportunity. 

IV 

So far we have examined industrialization in vertical cross-section, as it were: along 

the line of chronology. If we turn to the horizontal cross-section, observing Europe at 

any one point of time, two aspects stand out in importance. 

The first is that Europe was not a single market merely for commodities: over 

much of the nineteenth century it also in effect became a single market for capital, 

skill, enterprise, ideas, and technical knowledge. The extent of the inter-penetration 

of capital, whether by the older type of private banker or by the newer joint-stock 

investment banker (Segal and Simon, 1961; Jenks, 1927; Levy-Leboyer, 1964; Cam¬ 

eron, 1961; Waitershausen, 1907; Gille, 1959, 1970; Landes, 1969b), has been made 

clearer by recent work. Similarly there is now no justification for ignoring the 

transmission of entrepreneurship and technology from the advanced industrial 
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regions to the developing regions across the frontiers of Europe (Cameron, 1956; 

Henderson, 1954). But their significance and their role have often been misunder¬ 

stood. 

It is sometimes argued that the part played by foreign capital or foreign skilled 

labor could only have been minimal, since nowhere did it exceed a small fraction of 

“domestic” capital and labor available at any one time. But that line of reasoning- 

derived, no doubt, from the experience of present-day industrializers—misinterprets 

the needs of a European neighbor. European countries were not greatly dissimilar in 

wealth at the onset of industrialization, and they shared common traditions of settled 

government, urban culture, and, above all, commercial capitalism. What they 

required, in different degrees, was not to be pulled up from abroad, but a stimulus or 

trigger, and some detailed know-how in key sectors so that they could “take-off” by 

themselves. 

It is precisely that which they received from their more advanced neighbors. Thus 

in the post-1815 period it can be shown that every major iron and engineering works 

of the modem kind in Belgium and France and every early major railway, beside 

many textile mills and other enterprises, operated with British help. Similarly, every 

new German industry used British technology and many used French capital and 

entrepreneurship. By the mid-century, French capital and engineering skill were to 

be found in the main railways of Spain and Portugal, Italy, Austria, and Russia. 

Behind them, their very banks derived from the stimulus and the resources of the 

French credit mobilier while, it should be noted, most of the chief London investment 

banks were not of British origin, nor was the Paris Haute Banque of French. Among 

the earlier industrializers at least, the initial stimulus from outside found enough capi¬ 

tal, and a sufficiently favorable social environment (pre-existing or created by this 

process itself), to transfer the main burden to “native” shoulders, as had been the case 

in the different regions of Britain. But that does not diminish the critical role played 

by the fuse which in one area after another was ignited without waiting for spontane¬ 

ous combustion to occur. 

Thus, it is the wrong counter-factual question which has often been posed in this 

regard. It should not be “How long would French main-line railways have been 

delayed without British help? ” in order to prove that British help made little differ¬ 

ence: for the British help is known to have occurred and therefore the influence of 

one industrialized economy upon the other does not need proof. The question should 

rather be: “If French capital and entrepreneurship had not flowered on the amount 

of British aid they received, would more have been forthcoming from Britain until 

they did? ” In the light of the quantity of the later transfer of British capital and 

entrepreneurship overseas, there can surely not be much doubt about the answer. 

The second aspect is, in a way, an elaboration of the Gerschenkron concept of 

backwardness and the different stages of technology which each country has to tackle 

when it arrives at its “take-off’ point (Gerschenkron, 1962; Landes, 1969b, pp. 335-36). 

Europe was a sufficiently close community for major events to have affected it 

simultaneously, even while its component industrial regions were at very different 

stages of development and relationship to each other. This applied, for example, to 

the impact of war and blockade in 1800—15, to railways in the 1840s and 1850s, 

socialism in the 1860s, cheap agricultural imports in the 1870s, and the scramble for 

colonies in the last years of the century. 
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Thus railways came to England at the end of her industrial revolution, to France as 

part of hers, to Russia in advance of hers. They used existing engineering talent in Bri¬ 

tain, developed such talent in France and Germany, brought in foreign talent in Aus¬ 

tria and Russia. And they were the basis of capital exports from Britain and France, 

internal capital development in Germany, and massive capital imports into Russia. 

The cheap grain of the 1870s, on the other hand, divided Europe into those areas 

which could cash in on the boom by exporting grain, like Russia and Hungary, and 

those which used grain as feedstuff to convert their agriculture to animal husbandry 

and dairying, like parts of Britain, the Netherlands, Denmark, or Switzerland. Ger¬ 

many was caught out by being still dominated by an anachronistic mling class, the 

Junkers, who set out to stem the tide of history. The Junkers, indeed, did not believe 

their own propaganda about the importance of the German frontier which enclosed 

the Reich: they knew that the most important German frontier was the one which ran 

along the Elbe, separating the agrarian Germany from industrialized Germany. And 

they kept German economic life divided along this line by their victory in the “war of 

the canals” around 1900, which prevented the obvious link-up of German waterways 

and preserved a gap, the only such major gap in Europe, running through the middle 

of Germany, between the linked Danube-Rhine-Rhone-Seine-Ems-Weser system, and 

the Elbe-Oder system linking up with the east (Mario, 1908; Hennig, 1913, pp. 82- 

83). Moreover, they also achieved an unparalleled exploitation of the rest of Ger¬ 

many through the ingenious “export certificate” (Gerschenkron, 1943; Ropke, 1934; 

Club, 1910), by which the urban consumer was obliged not only to pay more for the 

bread he consumed, but also to subsidize the eastern rye he did not want to consume. 

Thus the structural similarities between the English Com Law of 1815 and the 

German tariff of 1879 were also accompanied by vital differences. The timing effect 

discussed here is another reason why European industrialization should not be seen as 

the repetition of a model, but as a single, if complex, process. 

V 

From the 1860s on, the needs of the advanced economies called forth a rapidly grow¬ 

ing phalanx of international bodies and forms of collaboration, from the Universal 

Postal Union and the Berne copyright convention to international railway agreements 

and international monetary harmonization based on the gold standard. The logic of 

events fostered an internationalization of economic life, primarily within Europe but 

ultimately also across the world, which raised the hopes of the Peace Movement, 

expressed most clearly by Norman Angell’s The Great Illusion of 1910, that economic 

interdependence was making European war impossible. 

But in the last quarter of the century there began to be found, together with these 

developments, also those of an opposite tendency. The relationship of the 

nineteenth-century state, particularly the state based on national revolution, with the 

industrial revolution with its changing class structure, are complex and contradic¬ 

tory.13 At an earlier stage the state had been a progressive force, reacting favorably to 

the elemental needs and pressures of industry by creating large and free internal 

markets, by abolishing serfdom and feudal tax privileges, by limiting the civil rights of 
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labor or manipulating taxes in favor of capital. But now the tendency of its actions 

was increasingly to inhibit progress by disrupting the international economy. Barriers 

between naturally complementary regions were raised even higher, labor migration 

impeded, and foreign ownership of capital restricted as capital exports became a pol¬ 

itical weapon. Real costs rose as subsidies encouraged the building of sailing ships in 

France in the 1890’s and the growing of sugar all over Europe. After the brief liberal 

interlude of c. 1860-79 with its great expansion of international trade, countries 

turned to Neo-Mercantilism, meaning to become strong by becoming autarkic. 

While the positive influence of protection on industrialization is much in doubt, its 

negative influence on foreign trade and the international division of labor is not in 

dispute. Given the nature of the political state in its competitive setting in Europe, its 

obstructive role in the evolution of an integrated European economy is as “natural” 

as that evolution itself. But it is surely not entirely fanciful, though it would be going 

much beyond the scope of this article, to see in the opposition of the political author¬ 

ity to the underlying economic logic of European industrial development one of the 

roots of tensions and wars of the period c. 1865-1945. It may even be that there is a 

similar link between the astonishing progress of the European economy since that 

date and the decision of the political authorities, both in the east and the west, to 

work within rather than against, the integrating tendencies of European industrializa¬ 

tion. 

VI 

It is the argument of this article that the industrialization of nineteenth-century 

Europe was a single process and had an economic logic of its own. Like an epidemic, 

it took little note of frontiers, crossing them with ease while leaving the neighboring 

home territories untouched. The political and legal base in each region was not 

without influence on it, but it is clear that the factors which made one area more sus¬ 

ceptible to infection than another included locational advantages, resources and, 

above all, preceding economic development bringing in its train a favorable social 

structure. 

It follows that the study of industrialization in any given European country will 

remain incomplete unless it incorporates a European dimension: any model of a 

closed economy would lack some of its basic and essential characteristics. These 

include relationships with economies which were more advanced, with those at simi¬ 

lar stages, and with those still awaiting development. They also include differentia¬ 

tion of phasing as various common European experiences touch all economies simul¬ 

taneously. Finally, they must include an absolute time scale: as the boundary line 

between industrialized heartland and underdeveloped periphery shifted across 

Europe, so the basic operative technology and the necessary costs and the nature of 

social dislocation required for industrialization underwent continuous change. More¬ 

over, the later the start, the larger the existing industrialized world against which the 

industrial revolution is played out and the farther away the periphery. In the case of 

today’s industrializers, the industrialized heartland is so large as to be in effect unin¬ 

fluenced by their actions, while the technological gap is so great that government has 
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to play a role that would have been quite inappropriate in Europe (Kenwood and 

Lougheed, 1971, p. 134; Parsons, 1960, p. 116; Streeten, 1967). But this should not 

blind us to the mutual inter-actions of the nineteenth-century industrial revolutions 

in Europe. 

This article has discussed only some aspects of these problems. In this sense it is not 

intended to present a conclusion, but a programme of work. Its object is not to draw 

on existing research, but to stimulate new study. While it may help towards a more 

realistic evaluation of some activities which have had the limelight in the past, as for 

example the policies of government, its main intention is to urge the re-examination 

of the impact of the total European situation, in each phase, on any given segment of 

it. 

Notes 

1 Thanks are due to the Historische Kommission of Berlin, and to the initiative of Prof. Otto 

Busch, for providing me with the leisure and the facilities for some of the research on which this 

paper is based. 

2 “Capitalism itself is, both in the economic and sociological sense, essentially one process, 

with the whole world as its stage” (Schumpeter, 1939). 

3 E.g. Woodruff, 1966; Thomas, 1972a; Wallerstein, 1974, 1980. 

4 Quoted in Levy-Leboyer, 1964, p. 151. 

5 Quoted in Henderson, 1954, p. 130. 

6 Quoted in Treue, 1937, p. 220. 

7 Memorandum dated 14 January 1817, reprinted in Rothe and Ritthaler, eds., 1934, pp. 

40-41. Among the extensive documentation on the debate about the tariff and the customs 

union this is the most useful collection. 

8 Rothe and Ritthaler, 1934, pp. 64- 68. Also Kunth’s reply to the cotton spinners, quoted in 

Freymark, 1898, p. 82. 

9 E.g. Biilow-Cumerow, 1844, pp. 74-92. 

10 Ashley, 1910, pp. 23-5; Hermes, 1930, esp. pp. 137-39; Shorter, 1967, p. 26. A little later, 

when the spinning mills of Germany or Switzerland could produce cotton yam of coarser counts, 

they still drew the finer counts from Britain, while British coarser yarns went to the peripheral 

areas of Europe. 

11 See Harms, 1912, p. 200. 

12 Compare Williamson, 1964- 65, pt. II. 

13 They are explored brilliantly by Hobsbawm, 1962. 
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English Workers ’ Living Standards 
During the Industrial Revolution: 

A New Look 

PETER H. LINDERT and 
JEFFREY G. WILLIAMSON1 

The politically charged debate over workers’ living standards during the Industrial 

Revolution deserves renewal with the appearance of fresh data or new perspectives.2 

This essay mines an expanding data base and emerges with a far clearer picture of 

workers’ fortunes after 1750. While optimists and pessimists can both draw support 

from the enterprise, the pessimists’ case emerges with the greater need for redirection 

and repair. The evidence suggests that material gains were even bigger after 1820 

than optimists had previously claimed, even if the concept of material well- being is 

expanded to include health and environmental factors. Although the pessimists can 

still find deplorable trends in the collective environment after 1820, particularly ris¬ 

ing inequality and social disorder, this article suggests that their case must be shifted 

to the period 1750-1820 to retain its central relevance. 

I 

Which occupations and social classes are of the greatest relevance to the debate? It 

seems unlikely that we would get full agreement from the participants, but there are 

a few groups whose fortunes have been of prime concern, both to the historical stan¬ 

dard of living debate and to the contemporary debate over Third World growth and 

distribution.3 

Following established conventions in the literature, each group listed in Table 9.1 

refers to adult male employees: the self-employed and permanently unemployed are 

excluded. Our lowest earnings group consists of hired farm laborers, who represent 

the bottom two-fifths of all workers. Next comes the non-farm common laborers and 

Reprinted from the Economic History Review, Vol. 36, No. 1 (February 1983), pp. 1 25. Reprinted by per 
mission of the Economic History Society. 
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their near substitutes, a low-skilled “middle group”. Artisans, whose organizational 

efforts and sizable wage gains have caused them to be singled out as the “labor aristo¬ 

cracy,”4 fall roughly between the 60th and 80th percentiles in the overall distribution 

of earnings. “Blue collar” workers include each of these groups, and define “the 

working class” most closely, at least within the debate over living standards.5 The list 

is completed by the addition of a diverse white-collar group. 

These “class” rankings changed little across the nineteenth century, at least 

between 1827 and 1851. However, since the relative growth of group incomes was 

rarely the same over the century following 1750, each will be documented in the sec¬ 

tions which follow. Furthermore, later in this paper we shall explore just how much 

of the real wage trends for the blue collar laborer can be explained by shifts into 

higher paid work and how much by wage gains among all blue collar workers. Table 

9.1 simply establishes who the workers were and where they fit in the size distribu¬ 

tion of earnings in the early nineteenth century. 

II 

Quantitative judgements on workers’ living standards have always begun with time 

series on rates of normal or full time pay.6 This was certainly the starting point for the 

pioneering contributions by Bowley and Wood, Gilboy, Phelps Brown and Hopkins, 

and others. We also begin in the same way, adding several new pay series along the 

way. 

An essential first step is to select appropriate annual pay rates. Most pay series are 

constructed from daily or weekly rates, and we still have only the sketchiest evidence 

documenting the average number of days or weeks worked per year. It seems sensible 

to exploit the normal or full-time pay rates first, and then turn to clues about unem¬ 

ployment or underemployment trends (Section V) to infer movements in true annual 

earnings. Daily and weekly normal pay rates are aggregated up to a 52-week year, 

using various estimates of normal days per week in different occupations.7 These 

annual earnings figures generally exclude payments in kind, but this rule is violated 

for farm laborers, whose large in-kind payments have been included. 

Eighteen nominal pay series are documented in Table 9.2. These series reflect a 

number of additions and revisions to the time-series literature on wage rates. The 

most conspicuous additions, though not the most crucial to the conclusions below, are 

the service occupations (Series 3L, 4L, 1H, and 7H to 12H, inclusive). With the 

exception of clergy and teachers, our view of service occupation pay leans heavily on 

the public salary figures reported in the “Annual Estimates” (printed in the House of 

Commons’ Accounts and Papers from 1797 onwards). This is a rich source for con¬ 

sistent time series on well-defined occupations. Annual earnings are reported there 

for large numbers of employees in each occupational category, spanning the whole 

earnings distribution over age, tenure, and skill within a given occupational group. 

The key issue underlying their use is whether trends in public “civil service” salaries 

replicated trends in the same private sector occupations. Elsewhere we have offered 

evidence confirming the correlation, at least for the nineteenth century.8 

Service-sector pay, again for public posts, is also available for 1755 and 1781. For 

the latter year we have figures reported to the House of Commons.9 John 
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Table 9.1 Adult Male Employee Classes and Their Approximate Mean Positions in 

the Nineteenth-Century Earnings Ranks for England and Wales 

“Representative” Approximate mean-wage 

Occupational mean-wage series percentiles positons 

class used here in the earnings ranks 

1827 1851 

1. Farm labor (1L) farm labor 13th 14th 

(Bottom 40%) 

2. Middle group (2L) nonfarm common labor 38th 35th 

(5L) police and guards 50th 

(6L) colliers 55th 51st 

(5H) cotton spinners 62nd 58th 

3. Artisans (2H) shipbuilding trades 67th 62nd 

(“Labor aristocracy”) (3H) engineering trades 77th 77th 

(4H) building trades 74th 63rd 

(6H) printing trades 75th 71st 

4. Blue-collar 

workers = (1) + (2) + (3) 

5. White-collar (3L) messengers and porters 78th 71st 

employees (4L) other government low-wage 65th 62nd 

(1H) government high-wage 87th 80th 

(7H) clergy 90th 81st 

(8H) solicitors and barristers 95th 100th 

(9H) clerks 88th 80th 

(10H) surgeons and doctors 86th 79th 

(HH) schoolmasters 75th 70th 

(12H) engineers, surveyors, and 

other professionals 

89th 94th 

6. All workers = (4) + (5) 

Note: These size distributions refer to employee earnings only, excluding incomes 

from property, self-employment, pensions, or poor relief. 

Sources: The sources for the group earnings averages are discussed in Section II 

below, and at greater length in Williamson, 1982b. The overall earnings distributions 

for 1827 and 1851 on which these group means are ranked are reported in William¬ 

son, 1980, pp. 457-75. 

Chamberlayne’s estimates supply figures for 1755, though for fewer employees and 

departments than is true at the later dates.10 These eighteenth-century public pay 

data must, of course, be treated with care, since a truly baroque payments system 

prevailed in the upper echelons.11 
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For clergy and schoolmasters, we have made use of private pay series. Clergymen’s 

mean annual earnings (including the rental value of the vicarage) can be estimated 

for the greater part of the nineteenth century by using The Clerical Guide and 

Ecclesiastical Directory and The Clergy List. A random sample of 550 clergymen, 

from all patronage sources (royal, ecclesiastical, university, and private) yields their 

pay for 1827, 1835, and 1851. For earlier benchmark years we had to use public pay 

rates for clergy, splicing these on to the private series at 1827. This procedure seems 

to have yielded plausible pay series for the average clergyman back to 1755, judging 

by the similarity in trend between public and private clergy salaries from 1827 on. 

Schoolmasters had low monthly cash earnings, both because much of their income 

was in kind (rents and fuel), and because they often received supplementary fees and 

holiday bonuses. We have assumed that income in kind was a stable share of total 

income, so that the twelve-month cash-income series in Table 9.2 accurately reflects 

trends in total income. For 1755—1835, our estimates rely on schoolmasters’ earnings 

in several Charity Schools in Staffordshire and Warwickshire. The 1851 figure refers 

to civilian schoolmasters in public pay, as reported in the Annual Estimates.12 

For nineteenth-century manufacturing and building crafts (Series 2H to 6H 

inclusive), the well-known estimates of Bowley and Wood suffice.13 The available 

series on eighteenth-century artisans’ pay refer only to the building crafts, but 

Gilboy s data on these crafts offer the advantage of regional diversity. To give proper 

weight to the well-known regional variance in nominal wages, and to the shift in 

eighteenth-century populations, we have constructed an earnings average for build¬ 

ing craftsmen that reflects changes in the “regional mix” between 1755 and 1797.14 

The result is a steeper rise in earnings in the building trades up to 1797 than that 

reported by Brown and Hopkins, whose series referred to southern England only 

(Phelps Brown and Hopkins, 1955, pp. 205-6). 

Three very large unskilled occupations remain: colliers, non-farm common labor¬ 

ers, and farm laborers. The colliers’ earnings figures refer to underground mining by 

adult males. The 1851 figure is derived from Wood’s wage series.15 The 1835 figure is 

from Bowley, as are the 1810—19 estimates, the latter referring to southern Scotland. 

We have also used figures for 1755 to 1805 inclusive, and (again) 1835 from Ashton 

and Sykes, referring to colliers’ daily wage rates in the northern counties, in Lan¬ 

cashire and Derbyshire (Bowley, 1900; Ashton and Sykes, 1929). These diverse esti¬ 

mates are linked together at various dates and converted into annual earnings rates 

using the procedures sketched above. Non-farm common laborers’ earnings are based 

on two sources. For the period 1797-1851, we have accepted the Phelps Brown- 

Hopkins estimates for laborers in the building trades. For 1755-97, their estimates 

have been set aside in favor of a multi-regional series based on Gilboy data for build¬ 

ing labor, using the same procedure described for building crafts above. For farm 

laborers, the 1797-1851 figures are based on Bowley’s wages for a “normal work 

week , taking account of both income in kind and seasonal wage-rate variation (but 

not seasonal employment variation).16 Fifty-two “normal weeks” are arbitrarily 

assumed in constructing an annual full-time series. The 1781 figure also relies on 

Bowley, but here it is an unweighted average of the figures for Surrey, Kent, Hert¬ 

fordshire, Suffolk, Cumberland, and Monmouth, spliced to the national series at 1797. 

The 1755-81 estimates are constructed from raw earnings data collected by Bogers.17 
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Table 9.2 represents our best interim view of trends in occupational earnings. It is 

confined to the benchmark years simply because the data are more abundant for 

these years. 

Table 9.3 reports average full-time earnings for the six groups identified in Sec¬ 

tion I. The employment weights used in the aggregation over our eighteen occupa¬ 

tions are very rough. Those for 1811 and earlier are based on work previously published, 

while those for later years are based on manipulations of the imperfect early census 

data on occupation.18 Table 9.3 reveals the earnings history experienced by different 

classes of workers. The variety is striking. In the latter half of the eighteenth century, 

farm and non-farm common laborers gained ground on higher-paid workers, the labor 

aristocracy especially. From 1815 to the middle of the nineteenth century, on the 

other hand, the gap between higher- and lower-paid workers widened dramatically. 

Farm wages sagged below, while white-collar pay soared above, the wages for all 

other groups.19 Table 9.3 also compares our results with earlier series that have 

shaped past impressions of wage trends and played a key role in Flinn’s recent survey 

(Flinn, 1974). The new and old series exhibit both conformity and contrast. Where 

they diverge, we stand by the new series as improvements, and urge other scholars to 

harvest additional wage series from the archives.20 The major conclusions of this 

paper are reinforced by, but not conditional on, our choice of these new nominal pay 

series.21 

Ill 

Several scholars have attempted to construct cost-of-living indices to deflate such 

nominal earning series. The period 1790 to 1850 has attracted particular attention. 

The four price indices most often cited are those offered by Gayer-Rostow-Schwartz 

(1953), Silberling (1923), Rousseaux (1938) and Tucker (1936). These pioneering 

efforts can be criticized on three fronts: (1) the underlying price data; (2) the commo¬ 

dities included in the overall index; and (3) the budget weights applied to each com¬ 

modity price series. 

Wholesale prices are used by Gayer-Rostow-Schwartz, Silberling, and Rousseaux. 

The former, in fact, used wholesale prices collected by Silberling who, in many cases, 

chose not to use them. Rousseaux also borrowed from Silberling, as well as from 

Jevons and Sauerbeck. Silberling’s chief source was the Price Current lists “issued by 

several private agencies in London for the use of business men” (1923, p. 224). 

Tucker’s chief sources were the contract prices paid by three London institutions: 

Greenwich, Chelsea, and Bethlehem Hospitals. Other writers have criticized these 

series for relying on wholesale and institutional London prices, rather than on retail 

prices actually paid by workers’ families across England and Wales (Ashton, 1949, p. 48; 

Deane and Cole, 1969, p. 13). As Flinn has argued (1974, p.402), however, wholesale 

prices are a fair proxy for consumer prices over the very long term. In most cases, there is 

no alternative anyway. An exception is clothing, for which we have used a Gayer- 

Rostow-Schwartz cotton-textile export price series instead of Tucker’s institutional 

London prices, leading to a slightly more optimistic view of the cost-of-living trend 

between 1790 and 1850. 
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The commodities included in the cost-of-living index also need revision. We have 

added more relevant working-class commodities, especially potatoes. Some irrelevant 

industrial raw materials, included in the Gayer-Rostow-Schwartz series, have been 

removed. But the most important change is the addition of house rent. While the 

classic indices all omitted this important part of the cost-of-living,22 ours includes a 

rent series based on a few dozen cottages in Trentham, Staffordshire (just outside 

Stoke-on-Trent). While the data base is narrow, it does apply to a housing stock of 

almost unchanging quality.23 The rent series implies that the cost of housing (at a 

fixed location) rose relative to other consumer items throughout the Industrial Revo¬ 

lution, thus offering some new support to the pessimists.24 

Finally, the cost-of-living index should use commodity weights which reflect work¬ 

ers’ budgets shares. Past series do not fully satisfy this requirement. All exclude any 

weight for housing, some include industrial inputs, and others are simply vague about 

their weights. One set of workers’ household budgets stems from the pioneering work 

of Davies and Eden on the rural poor in the late eighteenth century.25 Another is a 

miscellaneous group of urban workers’ budgets from the late eighteenth and early 

nineteenth centuries.26 The urban workers’ budgets reveal a lower share spent on 

food, and a higher share spent on housing, than do the rural poor studied by Davies 

and Eden. 

Choosing the most appropriate set of budget weights could matter a great deal. 

Goods and services are consumed in different proportions by northern and southern 

households, by the rural and the urban, or by the poor and rich. Cost of living trends 

could differ across classes simply because of differences in budget weights, as hap¬ 

pened often in American experience (Williamson, 1976; Williamson and Lindert, 

1980, chap. 5). This possibility was pursued with four separate cost-of-living indices 

using weights from the rural north, rural south, urban north, and urban south. As it 

happens, prices moved in such a way that the choice of weights mattered very little. 

The reason is that the net rise in the price of food relative to manufactures, which 

would have impoverished the rural poor more than the better-paid urban workers, 

was offset by the equally impressive relative rise in house rents, which took a greater 

toll on urban households. The analysis below continues to use southern urban 

weights, but we now know that the choice makes little difference. 

The resulting “best-guess” cost of living index is displayed in Table 9.4. From 

1788—92 to 1820-26, our index falls midway between optimists (Gayer-Rostow- 

Schwartz, Rousseaux, Silberling) and pessimists (Phelps Brown and Hopkins, Tucker). 

Between 1820—26 and 1846—50, our index is more optimistic, showing a somewhat 

bigger drop in living costs than any of the past indices.27 For the century as a whole, 

the “best-guess” index supports the middle ground between the optimist and pessim¬ 

ist extremes. 

IV 

Deflating the nominal full-time wage series from Table 9.3 by the cost of living index 

in Table 9.4 yields the real wage trends in Table 9.5 and Figure 9.1 below. The results 

support Michael Flinn’s conclusion that “there are relatively few indications of signi¬ 

ficant change in levels of real wages either way before 1810—14.”28 For later years, 
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Table 9.4 A “Best-Guess” Cost-of-Living Index, 1781-1850, Using Southern Urban 

Expenditure Weights (1850 = 100) 

Index Index Index 

1781 118.8 1805 186.7 1828 143.2 

1782 119.3 1806 178.5 1829 143.2 

1783 121.9 1807 169.1 1830 143.9 

1784 118.4 1808 180.5 1831 141.3 

1785 112.3 1809 204.9 1832 133.9 

1786 109.6 1810 215.4 1833 124.7 

1787 112.5 1811 204.5 1834 117.6 

1788 115.9 1812 235.7 1835 112.8 

1789 122.3 1813 230.0 1836 126.4 

1790 125.9 1814 203.3 1837 129.2 

1791 121.2 1815 182.6 1838 138.3 

1792 118.3 1816 192.1 1839 142.3 

1793 127.3 1817 197.5 1840 138.4 

1794 130.7 1818 192.4 1841 133.3 

1795 153.8 1819 182.9 1842 123.4 

1796 159.5 1820 170.1 1843 109.6 

1797 138.8 1821 150.5 1844 114.5 

1798 136.9 1822 139.8 1845 112.0 
1799 155.7 1823 146.0 1846 116.4 

1800 207.1 1824 154.6 1847 138.0 
1801 218.2 1825 162.3 1848 110.9 
1802 160.9 1826 144.4 1849 101.2 
1803 156.8 1827 140.9 1850 100.0 
1804 160.2 

Source: DP, Appendix B. 

however, Table 9.5 offers some revisions. Flinn was struck by the concentration of all 

real wage improvements into a period of only a dozen years of deflation beginning 

around 1813. Table 9.5 does not conform with Flinn’s view.29 There was general real 

wage improvement between 1810 and 1815, and a decline between 1815 and 1819, 

after which there was continuous growth. After prolonged wage stagnation, real 

wages measured by the evidence presented here, nearly doubled between 1820 and 

1850. This is a far larger increase than even past “optimists” had announced.30 It is 

also large enough to resolve most of the debate over whether real wages improved 

during the Industrial Revolution. Unless new errors are discovered or a host of new 

declining wage series added, it seems reasonable to conclude that the average worker 

was much better off in any decade from the 1830s on than in any decade before 1820. 

The same is true of any class of worker in Table 9.5. 

Why has this announcement not been made before? One might have expected it 

from any of several devout optimists. The answer lies partly in the steady accumula- 
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Table 9.5 Trends in Real Adult Male Full-Time Earnings for Selected Groups of 

Workers, 1755 1851 

Benchmark 

year 

Farm 

laborers 

Middle 

group Artisans 

All blue 

collar 

White 

collar 

All 

workers 

1755 65.46 47.54 56.29 56.50 23.93 42.74 

1781 61.12 46.19 48.30 50.19 22.24 39.24 

1797 74.50 52.54 46.73 53.61 23.45 42.48 

1805 74.51 52.96 42.55 51.73 20.82 40.64 

1810 67.21 51.54 42.73 50.04 19.97 39.41 

1815 75.51 57.81 52.18 58.15 25.49 46.71 

1819 73.52 54.35 50.26 55.68 27.76 46.13 

1827 75.86 70.18 66.39 69.25 39.10 58.99 

1835 91.67 85.97 78.62 84.43 66.52 78.69 

1851 100.00 100.00 100.00 100.00 100.00 100.00 

Percentage change. 1781-1851, under three sets of cost-of-living weights 

and price assumptions: 

Most pessi- 

mistic 31.6% 75.1% 68.0% 61.8% 294.5% 103.7% 

“Best-guess” 63.6% 116.5% 107.0% 99.2% 349.6% 154.8% 

Most opti¬ 

mistic 107.0% 175.3% 164.2% 154.4% 520.3% 220.3% 

Note: The indices in the upper panel use the data in Tables 9.3 and 9.4, as does the 

row of “best-guess” estimates in the lower panel. The most pessimistic and most 

optimistic variants are based on relatively unrealistic cost-of-living indices, selected 

as extreme cases from 16 alternatives. The most pessimistic used a cost of living index 

combining northern urban expenditure weights with Tucker’s institutional clothing 

prices and Trentham cottage rents, while the most optimistic used an index combin¬ 

ing northern rural weights with export clothing prices and no rents. Again, we prefer 

the “best guess” index, combining southern urban weights with export clothing prices 

and Trentham rents. 

Source: The 1755 figures are derived by relying on the Phelps Brown-Hopkins index 

to extend our 1781-1850 series (Table 9.4) backwards. 

tion of data. Yet past findings have also been muted by the belief that trends in real 

full-time earnings of adult males failed to measure trends in workers’ true “living 

standards”. Each time a recent writer has come close to announcing the post-1820 

improvement, the report has been disarmed by a confession of ignorance regarding 

trends in unemployment and in “qualitative” dimensions to life: perhaps health 

became poorer, work discipline more harsh and degrading, housing more crowded, 

and social injustice more outrageous, and perhaps these more than cancelled any 

improvement workers might have gained from rising real wages. These important 

issues dominate the remainder of this paper. 
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Fig. 9.1 Adult Male Average Full-Time Earnings for Selected Groups 
of Workers, 1755-1851, at Constant Prices 

V 

Time and again the unemployment issue has brought discussion of trends in workers’ 

living standards to a halt: lacking national unemployment data before 1851, how can 

the real wage series be trusted as indicators of annual earnings? Into this empirical 

vacuum Hobsbawm has injected fragmentary hints about unemployment in the indus¬ 

trial north, suggesting that the depression of 1841-43 was “almost certainly the worst 

of the century.”31 

Yet no conceivable level of unemployment could have cancelled the near-doubling 

of full-time wages and left the workers of the 1840s with less than their grandfathers 

had had. Such a cancellation of gains would require that the national unemployment 

rate would have had to rise from zero to 50 per cent, or from 10 per cent to 55 per 

cent—jumps which even the most ardent pessimist would dismiss as inconceivable. 

Even in the 1930s, unemployment was less than a quarter of the labor force. The 

1840s lacked the availability of unemployment compensation, the sharp drop in out¬ 

put, wages and prices, as well as the fall in the investment share that accompanied 

record jobless rates ninety years later. 

We can be more precise about the extent to which the unemployment issue has 

been overstated in the standard of living debate. We have a number of clues about 

early nineteenth-century unemployment in Britain that have yet to be exploited. Let 

us examine these, focusing on the controversial period 1820-50, beginning with the 

non-agricultural sector before tackling the knottier problem of agricultural underem¬ 

ployment. 

We can put an upper limit on non-agricultural unemployment in the 1850s by 

starting with the share of engineering, metal and shipbuilding union membership who 

were out of work: in 1851, 3.9 per cent were out at any one time, and the average was 

5.2 per cent for 1851-59. This sector had all the attributes to suggest that unemploy- 
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ment would exceed economy-wide rates: early unionization, an unemployment 

insurance scheme, and business cycle sensitivity typical of all capital-goods industries. 

Indeed, from 1851 to World War I the unemployment rate in the engineering- 

metals-shipbuilding sector (EMS) fell below overall unemployment for insured work¬ 

ers in only two years, both of them boom years. Between 1923 and 1939, the EMS 

unemployment rate exceeded that of all insured workers by far (Mitchell and Deane, 

1971, pp. 64—67). Thus, the 3.9 and 5.2 per cent EMS figures clearly overstate unem¬ 

ployment for the non-agricultural sector as a whole. These figures establish upper 

bounds on the extent to which non-agricultural unemployment cold have worsened. 

How much worse could non-agricultural unemployment have been in the “hungry 

forties” than in the 1850s? That unemployment history can be approximated by 

appealing to the behavior of other variables. We know that unemployment varies 

inversely with output over the business cycle. Furthermore, EMS unemployment 

must have been closely tied to the share of capital formation in national product. 

There was also a tight nonlinear relationship between unemployment and wage rate 

increases in Britain between 1862 and 1957, according to A.W. Phillips’s classic study 

of the Phillips Curve (Phillips, 1958). Aside from the influence of these three vari¬ 

ables, one might also suspect that the structure of the economy drifted over time in a 

way that shifted the unemployment rate. 

These propositions can all be tested for the second half of the nineteenth century. 

If they are successful, then they can be used to predict non-agricultural unemploy¬ 

ment back into the 1830s. Regression analysis can sort out the determinants of the 

unemployment rates in engineering-metals-shipbuilding (1851-92) where 

Uems = the EMS unemployment rate (a 1 per cent rate measured as “1.0”); 

GNP Ratio = the ratio of current nominal gross national product at factor cost to 

its average level over the immediately preceding five years; 

1/GNP = the share of gross domestic captital formation in gross national product 

at factor cost; 

w = the rate of change from the previous year in the wage rate for shipbuilding 

and engineering (a 1 per cent rise is “.01”); and 

Time = the year minus 1851. 

The regression results on annual data for the United Kingdom are (with standard 

errors of coefficients in parentheses):32 

UEMS = 32.96 - 16.15 (GNP Ratio) - 168.02 (1/GNP) - 71.37 W 

(7.85) (63.81) (21.83) 

-288.45 (W)2 - 0.0032 (Time) + 0.148 (Time)2 

(121.80) (0.0036) (0.151) 

Uems = 5.78, SEE = 2.50, R2 = 0.543, F = 9.11, d.f. = 35. 

The results confirm that EMS unemployment was lower when GNP was on the rise, 

when investment was a higher share of national product, and when engineering and 

shipbuilding wage rates were rising. The results also fail to reveal any other structural 

drift over the second half of the century: the coefficients on the time variables are sta¬ 

tistically insignificant. 
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The regression can now predict EMS unemployment rates for the 1840s and late 

1830s.33 It would be unwise to make any predictions earlier than this, given the Poor 

Law reform of 1834 and other structural changes in the earlier years. For the period 

1837-50, the equation generates the estimates shown in Table 9.6. 

Table 9.6 

Point 

Period estimate of UEms 

1837-1839 2.70% 

1840-1850 4.41% 

(two worst years: 1842-43) (9.44%) 

Bounds for UEMS = 

estimate ± two 

standard errors 

0-7.70% 

0-9.41% 

(4.44-14.44%) 

The overall rate of non-agricultural unemployment was probably lower than these 

estimates. Of the different sectoral output series available for the 1830s and 1840s,34 

only brick output showed as bad a slump in the early forties as did shipbuilding, the 

latter reflected in the EMS unemployment figures. It is not at all clear that the slump 

of the early forties was the “worst of the century”. The available evidence makes it 

no worse than the slumps of the late 1870s or mid-1880s. More important to the stan¬ 

dard of living debate, industrial depression might have been as bad in the immediate 

post-war years (1814-19) as in the early forties, given that the earlier wage-price de¬ 

flation was far more severe. We conclude that non-agricultural unemployment was 

not exceptionally high in either the 1840s or the 1850s, and even if it did rise after 

1820, that unlikely event could have had only a trivial impact on workers’ real earn¬ 

ings gains. 

How might employment conditions in agriculture have affected the unemployment 

trends for the economy as a whole? Darkness is nearly total on this front. Seasonal 

unemployment was, of course, a serious problem throughout the eighteenth and 

nineteenth centuries (Timmer, 1969; Collins, 1976). To guess when under¬ 

employment reached crisis proportions, we can be guided by literary evidence, grain 

yields, and the terms of trade. The literary signs of distress were strongest during the 

harvest failures of the 1790s and in the the twenty years after Waterloo (Jones, 1974, 

chap. 10; Richardson, 1976; Hobsbawm and Rude, 1969). Post-Napoleonic wheat 

yields were trendless from 1815 to 1840, and then rose (Jones, 1974, chap. 8.) The 

terms of trade shifted drastically against agriculture only twice in the century sur¬ 

veyed here—by about 20 per cent against wheat from c. 1770 to c. 1780 and by about 

10 per cent against agricultural products from 1812—14 to 1822-24 (Deane and Cole, 

1969, p. 91; Mitchell and Deane, 1971, chap. 14). The common denominator emerg¬ 

ing from this evidence is that the early postwar period, especially the decade 

1815-24, probably witnessed exceptional unemployment in agriculture, followed by 

overall improvement to 1850. 

All of this evidence suggests two plausible inferences: first, that unemployment 

among workers listing non-agricultural occupations was less than 9.41 per cent in the 

1840s and 1850s; and second that unemployment among agricultural workers was no 

worse in the 1840s or 1850s than around 1820. We also know that the share of the 
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British labor force engaged in agriculture dropped from 28.4 percent for 1821 to 

21.7 percent for 1851 (Deane and Cole, 1969, p. 142). This information is sufficient to 

demonstrate that the (alleged) net rise in unemployment could not have exceeded 

7.37 percent, and it may well have fallen.35 

The trend in unemployment thus could not have detracted greatly from the 

improvement in workers’ real wages, and it may even have contributed to their 

improvement. Furthermore, even a pessimists’s reckoning of the influence of unem¬ 

ployment overstates its relevance by assuming that time spent unemployed has no 

value as either leisure or non-market work. 

VI 

Thus far we have taken the orthodox path by focusing solely on adult male purchas¬ 

ing power. Yet questions about work and earnings by women and children have 

always been working in the the wings througout the standard of living debate. The 

rise of their employment in mills and mines is deplored as much today as it was dur¬ 

ing the public outcry prior to the Factory Acts. The increasing dependence of 

working-class families on the earnings of children, and the shifting of both children 

and single young women from the authority of fathers to the discipline of captitalists, 

are thought to have undermined traditional family roles and fathers’ self-esteem 

(Smelser, 1959, chaps. 9—11; Thompson, 1968, chap. 10). Such social side-effects will 

be treated as part of the larger issue of urban and industrial disamenities in Section 

VIII below. This section will address the prior question of how trends in the earning 

power of women and children compared with those in men’s real wages. 

What data there are suggest the tentative conclusion that the earning power of 

women and children marched roughly in step with the real wage of unskilled laboring 

men, a group with whom women and children tended to compete as substitutes. The 

evidence for this view begins with data on the ratios of women’s and children’s pay 

relative to that of adult male laborers, both within sectors and overall. The best sin¬ 

gle indicator of the relative earning power of a woman’s or a child’s time is the ratio 

of their hourly rate to that of men, averaged over all seasons and including home 

commodity production. Yet such hourly rates are seldom given in historical sources 

before 1850. We therefore gather clues on some close substitute measures. 

Table 9.7 presents the best available evidence on two measures that should serve to 

bracket trends in the value of women’s and children’s time. One is the weekly earn¬ 

ings ratio. The other is the ratio of hourly hired-labor wage rates, based on data that 

do not reflect differences in hours worked per week. 

Working women may have gained ground on unskilled men during the century 

from 1750 to 1850. Our gleanings of data on relative weekly earnings hint as much, 

both for women within rural areas and for a shifting rural-urban average. Yet hints 

about relative hourly wages (the second column in Table 9.7) warn that we cannot be 

sure that there was any upward trend in the true relative value of women’s time. It 

may simply be that the weekly hours of those working rose, though this seems 

unlikely. Our tentative conclusion is that the relative earning power of women did 

not decline. It may have stayed the same or it may have risen. 
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The relative earning power of children probably stayed the same above the age of 

fifteen or thereabouts, while declining slightly for younger children. This conclusion 

is derived mainly from the data on relative weekly earnings in Table 9.7. These data 

again may differ in trend from the true average time values because of changes in 

relative weekly hours, but relative hours would have had to have risen at an implausi¬ 

bly high rate to reverse the main conclusions advanced here. 

Thus, it appears that an employment-weighted average of the wage rates of women 

and children together would have advanced about as fast as those for adult male farm 

laborers in the course of the century 1750—1850. This conclusion would not be over¬ 

turned by noting the decline in overall labor-force participation of both women and 

children.36 An optimist might interpret this decline as voluntary, that is as showing 

that the implicit purchasing power (the “shadow price”) of time spent away from 

work rose faster than the observed wage rates. A pessimist might counter that the 

trend was involuntary, that women and children were being thrown into involuntary 

unemployment faster than adult males. The latter position is hard to sustain. Aside 

from “protective” hours legislation from 1833 on, no institutions compelled 

employers to pay women and children wage rates that were increasingly above the 

opportunity cost of their time out of work. The real wage gains documented for men 

in Table 9.5 were not achieved at the expense of women and children. As for the per¬ 

ceived disamenities of having women and children shift their work from home toward 

factories, these became part of the net disamenities appraised in Section IX below. 

Since wage rates differ between occupations, migration from low- paid to high- 

paid employment can raise average wages for the working class as a whole, even if 

wage rates do not change for any one occupation. How much of the wage gains up to 

1850 were due to such mobility-induced wage drift? The “blue collar” and the “all 

worker” wage series in Tables 9.3 and 9.5 already capture this mobility effect. It can 

be factored back out by applying fixed wage rates to shifting employment numbers. 

Detailed calculations described elsewhere show that occupational mobility contri¬ 

buted less than 5.3 per cent to the rise in average full-time earnings of all blue-collar 

workers between 1781 and 1851, using either Laspeyres or Paasche weights.37 Virtu¬ 

ally all of the apparent Wage gains were gains within occupations, not wage drifts due 

to changing occupational weights. 

Migration from low-wage to high-wage regions can also raise wages for the average 

worker even if wages fail to rise in any one region. That nominal wages varied widely 

across English counties well into the nineteenth century has been well known at least 

since Arthur Young’s late eighteenth-century tours. Elsewhere we have analyzed the 

causes of the regional differences in wage rates for agricultural labor.38 It appears that 

real wage gaps persist even after regional adjustments for variation in cost of living 

and disamenities are made. Furthermore, it has long been appreciated that labor 

drifted from the low-wage south to the high-wage north during the Industrial Revolu¬ 

tion.39 Since the average “blue-collar” and “all worker” wage series in Tables 9.3 and 

9.5 already include most of these regional migration effects, it is now a simple matter 

to explore their quantitative impact on real wage gains up to 1850. 

It appears that regional migration contributed very little to the real wage gains for 

the average English worker after the 1780s. True, some periods registered far larger 

regional migration gains than others: 1841-51 was a decade of impressive gains 

through migration to high-wage regions; and the late eighteenth century records 
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some small positive gains.40 But over the period 1781-1851 as a whole, regional 

migration contributed less than 3.6 per cent to the observed real wage gains. It was 

real wage gains within regions that mattered most. 

VII 

Most of us care more about people’s consumption per lifetime, rather than just per 

year. Conclusions based on trends in real earnings per annum risk grave error if the 

workers’ length of life deteriorated. Alternatively, any improvements in the workers’ 

length of life implies that standard of living gains are understated in Table 9.5, espe¬ 

cially if sickness and longevity are inversely correlated. The standard of living debate 

fails to confront the issue of lifetime incomes. There are exceptions to this characteri¬ 

zation of the debate, and surely the most famous is Engels’s original broadside on The 

Condition of the Working Class in England, which indicted industrial capitalism for 

killing workers with unhealthy conditions: 

society in England daily and hourly commits what the working-men’s organs, 

with perfect correctness, characterise a social murder ... its deed is murder 

just as surely as the deed of the single individual; disguised, malicious murder 

against which none can defend himself, which does not seem what it is, because 

no man sees the murderer . . . [Engels, 1974, pp. 126, 127], 

To link workers’ early deaths with rising capitalism, Engels drew on several available 

estimates showing that mortality was worse in the cities than the countryside, appal¬ 

ling in Liverpool and Manchester, and worst in the most crowded neighborhoods of 

the same cities. A host of studies has since confirmed this spatial pattern of mortality. 

Two pitfalls await anyone trying, as Engels did, to infer from such patterns that 

working-class longevity diminished as the Industrial Revolution progressed. First, it is 

important to remember that the working classes were not neatly segregated from the 

upper classes by place of residence. Liverpool was no closer to being purely working- 

class than was England in the aggregate. On the contrary, census figures show that 

the socio-occupational group most concentrated in the unhealthy cities was the bour¬ 

geoisie, although most bought their way out of the worst sections by paying higher 

rents in the more salubrious sections of the same unhealthy cities. The rise of centres 

of bad health gives no more support to the pessimists’ view of working-class condi¬ 

tions than the nineteenth-century decline in national mortality gives to the optimists’ 

position. 

Thanks to the energies of William Farr and a few other scholars, a fairly clear pic¬ 

ture of adult male working-class life expectancy can be put together towards the end 

of the Industrial Revolution. As we have shown elsewhere, life expectancies did not 

differ dramatically across occupations for England and Wales as a whole. The occu¬ 

pational differences were far smaller than the spatial differences, though the esti¬ 

mates may be slightly biased toward uniformity by migration effects and by the omis¬ 

sion of paupers from the available figures.41 We are warned that occupational dif¬ 

ferentials were unlikely to have been as great as stark contrasts between Manchester 

and rural Norfolk would suggest. 
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The other pitfall is mistaking a snapshot for a motion picture. Past observers have 

inferred that mortality must have worsened for city-dwellers (and for the working 

class) since mortality was higher in fast-growing growing cities. Such inferences are 

unwarranted. In fact, mortality improved (receded) in the countryside and most 

cities, and did so by enough to improve national life expectancy from about 1800 on. 

The exceptional cities were Liverpool and Manchester, where crude death rates 

stayed about the same from 1801 to 1851, while age-adjusted death rates appear to 

have risen only slightly up to 1820 and declined slightly fo mid-century.42 

In short, while we cannot yet determine trends in working-class infant and child 

mortality, it can be shown that any tendency of the rising industrial centres to lure 

adult workers to an early death was fully offset, or more than offset, by the lengthen¬ 

ing of life both in the cities and the countryside.43 

VIII 

Where in our measures is the degradation and demoralization associated with the 

long rigid hours spent at mind-numbing work for an insensitive avaricious capitalist? 

The disruption of traditional family roles? The noise, filth, crime, and crowding of 

urban slums? Until we can devise ways of weighing these varied dimensions against 

material gains, we cannot answer questions about living standards, but rather only 

questions about real earnings. 

In judging the importance of these quality of life factors, we must avoid imposing 

twentieth-century values on early nineteenth-century workers. We must avoid both 

facile indifference to past suffering and excessive indignation at conditions that seem 

much more intolerable now. The workers of that era must themselves be allowed to 

reveal how much a “good” quality of life was worth to them. 

How is their voice to be heard? Most of them lacked the right to vote. Some pro¬ 

tested violently, while most remained silent, but we cannot infer a majority view 

from the either the outcries or the silence. The most satisfactory clue to a worker’s 

view is his response to living and working conditions that offered different rates of 

pay and different qualities of life. 

Employers in the rising industries and cities had to pay workers more to attract a 

growing share of the labor force. How much more is a valuable clue to the impor¬ 

tance which the workers attached to quality of life. To err on the side of exaggeration 

on so sensitive an issue, let us contrast the pay of unskilled common laborers in two 

extreme settings in the late 1830s: cotton and metal mills in Manchester in 1839 

versus year-round farm labor in Norfolk and Suffolk in 1837.44 Among the better paid 

unskilled in Manchester were laborers in metal mills and adult male warehousemen 

in cotton mills. These groups received 18 shillings a week, or £41.4 for a normal 46-week 

year. Other common laborers generally got less. In healthy East Anglia, a single adult 

male farm laborer averaged £25.1 in 1837. The extreme Faustian “Satanic mill” wage 

premium was thus 65 percent. 

At some human cost of moving, laborers could choose to suffer the disamenities of 

Manchester work, even if it looks like a Hobson’s choice to us today. And choose they 

did, in significant numbers. The census of 1851 shows that every county in England, 
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and even the rural districts of every county, attracted persons born in every other 

county. Workers also shuttled between the industrial and agricultural sectors on a 

seasonal basis.45 They were free to move, and many of them knew enough about con¬ 

ditions in other sectors if they cared to consider moving. 

The possibility of migration implies that the wage premium offered in Manchester 

cannot understate the importance of urban-industrial disamenities and living costs to 

those workers who were actually near the margin in choosing between Manchester 

and East Anglia. Indeed, it may well overstate this importance not only because the 

continued flow toward the cities implied a true gain for movers, but also because we 

have selected two extreme cases for contrast. Manchester was as “bad” a city as any 

(except perhaps Liverpool), and farm workers in East Anglia were paid a good deal 

less than their counterparts in the rural north. 

The Manchester-East Anglia “wage gap” must be viewed as an upper-bound on 

what it took to induce rural labor to modern industry in the second quarter of the 

nineteenth century. This gap can be viewed as compensation for two closely related 

costs: the payment necessary to compensate workers (in their own eyes) for a lower 

quality of life, and the payment necessary to compensate workers for the higher 

urban cost of living (e.g. expensive housing). 

The 65 percent gap in the 1830s and 1850s is wide, but how much long-run 

deterioration does it reveal? Very little, as it turns out. First, it is a contemporaneous 

comparison between sectors. Workers did not choose between the living conditions 

of 1780 and those of 1850. Yet workers’ migration behavior in the nineteenth and 

twentieth centuries shows that they would have chosen the conditions of 1850 

overwhelmingly, not only because real wages rose over time but also because the 

quality of life was improving within both the urban and the rural sectors over time. 

We infer this mainly from trends in mortality, the best single proxy for the disameni¬ 

ties associated with demoralization, bad health, and low resistance to disease. As we 

have seen in Section VII, mortality was declining within the countryside and within 

the cities (though it was only stable in Liverpool and Manchester). Thus, disamenities 

were declining within both sectors, an improvement we have not measured in mone¬ 

tary terms. 

What of the impact of population shift from low-density areas of high quality of 

life to high-density urban areas with unpleasant disamenities? For this implicit spa¬ 

tial migration taking place between generations, the full 65 percent gap might be 

applied. But it could apply only to that share of the population making the implicit 

move. An overestimate of this fraction is the rise in the share living in urban places, a 

measure that generously assumes that all cities were as bad as Manchester. This frac¬ 

tional shift is only 14.89 percent from 1781 to 1851,46 making the disamenities and 

living-cost increases for the average worker only .1489 X .65 = 9.7 percent. To 

repeat, even this is a generous overestimate. Elsewhere, one of the present authors 

has analyzed the urban-industrial disamenities and cost of living effects in greater 

detail, and found that the former was probably under 2.5 percent and the latter was 

probably under 3.3 percent around the 1840s (Williamson, 1981, 1982a). 

Many workers did suffer from the higher disamenities and living costs in the rising 

industrial centres, and many others resisted them by resolving to live and work else¬ 

where. Yet the value implicitly put on these human costs by the marginal workers, 

who actually moved into the urban-industrial centres, was not large enough to cancel 
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even a tenth of blue collar workers’ real wage gains. Nor should this surprise us. The 

development process inevitably finds workers and policymakers more intent on basic 

purchasing power in the hungry early phases of development, as the history of 

environmental quality in Manchester, Pittsburgh, Manila, and Sao Paulo clearly 

shows. 

IX 

We now have a much broader empirical basis for inferring how workers fared in the 

century between 1750 and 1850. Our tentative findings can be summarized most 

easily by focusing on the relatively data-rich Industrial Revolution era from 1781 to 

1851. 

Table 9.8 collects our best estimates of workers’ experiences, beginning with our 

“best-guess” real wage trends and proceeding through several long-needed adjust- 

Table 9.8 Revised Measures of English Workers’ Standard-of-Living Gains, 

1781-1851 

Overall improvement, 1781-1851 

Farm All blue- All 

Source of improvement laborers collar workers workers 

1. Real full-time earnings (“Best 

guess,” Table 9.5) 63.6% 99.2% 154.8% 
a. Due to occupational change 

(DP, Sec. 6) (0) «5.3%) (< 17.2%) 
b. Due to regional migration 

(DP, Sec. 7) «3.6%) «3.6%) «3.6%) 
c. Residual: real wage gains 

within occupations and regions (>60.0%) (>90.3%) (>134.0%) 
2. Diminished by an “upper-bound” 

rise in unemployment, or < 7.4% 

(see Sec. VI above) 63.6% >91.8% > 147.4% 
3. Diminished by the shift toward 

higher urban living costs, or<3.3%a 63.6% >88.5% >144.1% 
4. Diminished by urban-industrial 

disamenities, or < 2.5%a 63.6% >86.0% > 141.6% 
5. Augmented by adult mortality gains, 

which were not negative (Sec.VIII) >63.6% >86.0% > 141.6% 

aThese figures taken from DP, Section 8. Readers preferring the estimates in Section 

IX above may wish to substitute the 9.7% figure for Rows 3 and 4 together in the 

“blue-collar” and “all workers” columns. 
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ments. Table 9.8 suggests impressive net gains in the standard of life: over 60 per cent 

for farm laborers, over 86 per cent for blue-collar workers, and over 140 per cent for 

all workers. The hardships faced by workers at the end of the Industrial Revolution 

cannot have been nearly as great as those of their grandparents. 

The great majority of these human gains came after 1820. Pessimists must retreat 

to the pre-1820 era, where workers’ net gains look as elusive in this essay as in past 

studies of single occupations. Optimists might feel a temptation to proclaim victory 

by shifting attention away from the classic Industrial Revolution era, but this infer¬ 

ence seems premature. After all, the best measures of industrialization are still so un¬ 

certain for the years before 1831 that the timing of the Revolution itself is debatable. 

Furthermore, the separate influence of the French Wars has yet to be factored out of 

the longer-run development experience. 

Pessimists in tune with larger intellectual currents of the 1960s have called for less 

attention to conventional measures of real income and more to the environmental 

aspects of the Industrial Revolution—all of those appalling health conditions and 

social injustices with which workers were affronted. The shift is certainly welcome. 

Yet the results presented here suggest that nineteenth-century environmental influ¬ 

ences on health—such as crowding, infection, and pollution—could hardly have 

lowered average quality of life over time. 

Research inspired by the pessimists’ allegations about the Industrial Revolution 

will now have to shift to social injustice and social disorder. Reported crime, alcohol¬ 

ism, protest, and illegitimacy appear to have been on the rise in the first half of the 

nineteenth century. In addition, rising material inequality seems to characterize the 

period, and these trends were likely to have influenced social disorder. We know 

from related research, for example, that common laborers failed to experience gains 

as rapid as those for better-paid employees, as even Table 9.8 shows in comparing 

three working-class aggregates. Earnings inequality statistics suggest the same 

between the 1820s and the 1880s. Our preliminary results on probated wealth and 

land rents also suggest rising inequality between upper and lower-middle classes in 

the course of the first half of the nineteenth century. Inequality between workers and 

the very poor may also have widened: we need far better information on the material 

condition of those below the working classes—vagrants and disabled paupers—than 

the large literature on poor relief has yet been able to supply. These issues, not trends 

in absolute living standards, are likely to mark the future battleground between opti¬ 

mists and pessimists about how workers fared under nineteenth-century British capi¬ 

talism. 
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06869) and the U.S. National Endowment for the Humanities (RO-26772-78-19). The authors 

gratefully acknowledge the able research assistance of George Boyer, Ding-Wei Lee, Linda W. 
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and seminar participants at the University of California (Berkeley, Davis, UCLA), Harvard 

University, Northwestern University and the University of Wisconsin. Readers are referred to 
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the fuller display of evidence in the discussion paper “English Workers’ Living Standards during 

the Industrial Revolution: A New Look,” September 1980, available either from the Department 

of Economics, University of California, Davis, 95616 (Working Paper Series No. 144) or from the 

Graduate Program in Economic History, University of Wisconsin, Madison, 53706. Hereafter 

the paper is cited as “DP”. 

2 The historical literature is too vast to cite here. Readers who want a full bibliography could 

begin with sources cited below and in Flinn, 1974; Taylor, ed., 1975; O’Brien and Engerman, 

1981. For heated eloquence, the best twentieth-century clash is that between Ashton, 1954 and 

Thompson, 1968. 

3 On the debate over the “bottom 40 percent” in the Third World, see Chenery, et al., 1974; 

Cline, 1975; Ahluwalia, 1976; and Kuznets, 1979. 

4 See Ashton, 1955 and 1949; Hobsbawm, 1964 , esp. chaps. 15 and 16; and Perkin, 1969, 

pp. 131, 143, 395-7, 417. 

5 On the changing nuances of the term “working class”, see in particular Briggs, 1967 and 

Morris, 1979. 

6 We follow past authors in referring to earnings as “pay” as though these represented all 

pre-transfer income, either gross or net of direct taxes. This simplification is valid for English 

workers before this century. Only a tiny share of blue-collar employees owned their own homes 

or significant amounts of other non-human property, and only a tiny share paid any direct taxes. 

The heavier indirect taxes—exercises, import duties, and the local rates on property—were 

reflected in the prices and rents workers paid, which are measured below. 

7 The choice of numbers of weeks per year is arbitrary and matters little to what follows. 

Arthur L. Bowley (1900, p. 68) thought that six weeks was the average “lost time” per year. The 

choice of weeks per year matters only if the number of weeks “lost” varied greatly over time, due 

to movements in true involuntary unemployment and not just due to marginal shifts in employ¬ 

ment rates by persons valuing their time about the same in and out of work. We doubt that the 

work year shifted in ways altering the conclusions of this paper, to judge from the unemploy¬ 

ment evidence in Section V below and from M.A. Bienefeld’s exploration of trends in normal 

annual industrial hours (1972, chaps. 2 and 3). 

8 See Williamson, (1982b). 

9 Report of “Commission Appointed to Examine, Take, and State the Public Accounts of the 

United Kingdom,” House of Commons Papers, 1782 and 1786. 

10 John Chamberlayne, Magnae Britanniae Notitia, Or the Present State of Great Britain, 17th 

ed. (1755). Earlier editions begun by Edwin Chamberlayne, date back to the 1680s. We are 

indebted to David Galenson for alerting us to the Chamberlayne almanacs. 

11 For example, department heads and high titled clerks were part of a patronage system. 

Often extremely high reported salaries were gross salaries out of which the recipient had to 

maintain his staff of clerks. We have ignored the pay of all officials for which this seemed to be 

the practice. In other cases, salaries surely understated earnings. Customs officials, for example, 

received a portion of the taxes collected in addition to the reported incomes. These were 

excluded from our estimates. Also excluded were officials for whom the stated stipends were but 

partial political side-payments and heraldic perquisites. For example in an earlier edition of 

Magnae Britanniae Notitia (1694 ed. p. 238), Edwin Chamberlayne listed the Lancaster Herald’s 

pay as only £26 13s. 4d. per annum. The Herald in this case was Gregory King. Were this his 

only income, King would have been no better paid than a common seaman, a messenger or a 

porter. 

12 For a fuller discussion of all schoolmaster pay series, with comparisons to other available 

series on benchmark dates, see Williamson, 1982b. 

13 Bowley, 1900, and the series of Bowley-Wood articles that appeared in the Journal of the 

Royal Statistical Society between 1898 and 1906. 

14 For the London area we used an unweighted average of wage series from Westminster, 

Greenwich Hospital, Southwark and Maidstone. The London area series is then combined with 
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series from six counties: Oxfordshire, Gloucestershire, Devon, Somerset, the North Riding, and 

Lancashire. These county earnings are combined using the regional population weights reported 

in Deane and Cole, 1969, Table 24, p. 103. 

15 As reproduced in Mitchell and Deane, 1971. 

16 Bowley (1898). Alternative estimates for the period 1790-1840 are also available for Kent, 

Essex, Dorset, Nottinghamshire, Lincolnshire, Hampshire, and Suffolk in Richardson, 1977. 

Richardson’s nominal daily wages for “fully employed agricultural day laborers” show somewhat 

less steep rises across the 1790s than do Bowley’s national averages. The discrepancy may reflect 

the more rapid rise in wages in the north, an area given its due more fully in the Bowley averages. 

In any case, the Bowley and Richardson averages conform rather closely between 1805 and 1840. 

17 Once again, we have tried to build an earnings average for England and Wales that reflects 

shifts in population between regions across the eighteenth century, this time for farm labor. The 

task is complicated by the paucity of time series data, and the resulting average is hardly defini¬ 

tive. Our average wage for southern England is a weighted average of Cambridgeshire and 

Gloucester, the only two counties for which Rogers supplies continuous daily wage series for 

adult male farm laborers. The north is represented only by Brandsby, Yorkshire, though the 

number of observations for this location is large. The northern and southern averages were 

weighted by population estimates from Deane and Cole, where the “south” is defined by the 

twenty counties including, or south of, Gloucester, Oxford, Northampton, Cambridge, and Nor¬ 

folk. The “north” in this case consists of Lancashire and the three Ridings. The resulting average 

daily wage is then linked with the 1781 annual earnings estimate. 

18 The occupational numbers for 1811 and earlier are estimated, with comparisons to contem¬ 

porary estimates by Massie and Colquhoun, in Lindert (1980). 

19 For more details on these distributional changes, see Williamson, 1982b, and 1980. 

20 Bernard Eccleston (1976) has assembled a new series on Midlands wage rates for building 

craftsmen, building laborers, estate workers and road laborers. Consistent with our findings in 

Table 9.3, for common laborers Eccleston finds the Phelps Brown-Hopkins series rising too 

slowly between 1755 and 1815, and agrees that the Phelps Brown-Hopkins series misses the 

slight postwar deflation as well. Eccleston finds faster wage advances for craftsmen between 

1755 and 1815 than Phelps Brown-Hopkins or the present estimates, which also show faster 

nominal gains than Tucker’s sluggish series. Eccleston’s results serve to emphasize a geographic 

contrast already suggested by past writers: nominal wage gains were considerably greater in the 

midlands and north than in London and the south, at least up to 1815. Past impressions about 

the late eighteenth century and the war years have underestimated nominal wage gains by rely¬ 

ing too heavily on southern series. 

21 For fuller documentation of the points made in this section, see DP, Section 4 and Appen¬ 

dices B and C. 

22 House rents have been measured for parts of England covering slightly shorter or more 

recent periods: see Bamsby, 1971; and Neale, 1966, p. 606 giving rents for Bath, 1812-1844. 

23 We were able to hold the quality of the cottages virtually constant by (a) splicing together 

subseries that followed fixed sets of cottages and (b) conducting hedonic rent regression tests on 

detailed Trentham cottage surveys of 1835, 1842, and 1849. The regressions quantified the 

impact of cottage qualities and attributes of the tenants on the rent charged. It turned out that 

the rents fetched by the best and worst cottages differed very little for given types of tenants. See 

DP, Appendix C. 

It has not been possible to pursue the issue of quality variation for other consumer items. 

Perhaps the quality of clothing and bedding rose, and perhaps the quality of meat declined, in 

ways not revealed by prices. The quantitative relevance of such possible quality drifts is doubtful 

given what we know about expenditures among workers’ households. If, for example, the quality 

of meat fell by half between 1780 and 1850, the hidden extra cost to workers would still be only 

.50 X .111 = 5.5%, since .111 is the share of meat expenditures in the average budget (DP, 

Appendix B). The true net drift in quality was almost surely far less than this. 



202 THE ECONOMICS OF THE INDUSTRIAL REVOLUTION 

24 The importance of adding rents, and of replacing institutional prices with market prices for 

clothing, can be seen from the following calculations, using “southern urban” budget weights 

(see Table 9.4 and DP, Section 4 and Appendix B). The net effect of the two cost-of-living revi¬ 

sions is to tip the trend toward optimism (towards declining living costs), but the inclusion of 

rents by itself adds 11 percent to the net cost-of-living increase between 1790 and 1850. 

Percentage change 

Cost of Living 1790-1812 ' 1812-1850 1790-1850 

With Tucker’s institutional clothing 

prices, and without rents 

With export price of clothing, 

96.4 -56.0 -13.0 

without rents 81.0 -62.3 -31.7 

With export price of clothing, 

with rents (Table 9.4, “Best guess”) 87.2 -57.6 -20.6 

Readers should be warned, however, that the small Trentham sample may give too pessimistic 

an impression about trends. Across the nineteenth century the Trentham series has the same 

trends as two urban series (Bamsby, 1971, p. 236; and Singer, 1941, p.230). If rural cottage rents 

rose more slowly across the nineteenth century, then the Trentham series overstates the rise in a 

national average residential rent index using fixed locational weights. (As for the migration from 

low- to high-rent locations, see Section VI below). From about the 1770s to about the 1840s, the 

Trentham series rises much faster than two other rural series (Richardson, 1977, pp. 245-58; and 

Caird, 1967, p. 474). The difference in trend is so great as to imply an unreasonably rapid rise in 

urban rents if Trentham were taken as a national (rural-and-urban) average index. So for both the 

Industrial Revolution era and the nineteenth century, the Trentham series rose faster than the 

most likely trends in national residential rents. 

2o Rev. David Davies, 1795; and Eden, 1797, II and III. Phelps Brown and Hopkins also used 

budget weights from Eden, though without house rents (1955, pp. 296-314). 

26 Five urban budgets for 1795-1845 are presented by Burnett, 1969. Neale, (1966, pp. 

597-99) gives a laborer’s budget for Bath in 1831. Tucker (1936, p. 75) ventured two non-farm 

household budgets as averages of some underlying studies’ budgets. 

27 To wit: 

Percentage change in prices 

1788-92 to 1809-15 to 1820-26 to 

1809-15 1820-26 1846-50 

Silberling 74.1 -31.2 -16.7 
Tucker 85.2 -24.5 -10.0 
Rousseaux — -34.8 -16.4 
Gayer-Rostow-Schwartz 65.7 -30.7 -19.4 
Phelps Brown-Hopkins 84.6 -23.5 -10.5 
Table 9.4, Best Guess 72.5 -27.3 -26.0 

(see Flinn, 1974, p. 404.) 

28 Flinn, 1974, p. 408. There would be clearer signs of deterioration between about 1800 and 

1820 if the earnings of weavers and other non-spinning cotton workers were added to the overall 

averages, as could be done from 1806 on. Using our “best-guess” deflator, Bowley-Wood wage 

rates for all cotton workers (Mitchell and Deane, 1971, pp. 348-9) yield the following real wage 
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indices: 1806, 78.62; 1810, 66.57; 1815, 75.43; 1819, 54.67; 1827, 66.96; 1835, 78.62; and 1851, 

100.00. Compared with blue-collar earnings in Table 9.5, these real earnings of all cotton work¬ 

ers fell sharply from 1806 to 1819, but kept pace thereafter. 

Even the famous handloom weavers may not have suffered any further net losses after 1820. 

Bowley’s data on piece rates for handloom weavers in the Manchester area (1900, opp. p.119) 

imply a real wage gain of 15.3 per cent between 1819 and 1846, with most of the gain achieved 

by 1832. All cotton weavers, handloom plus power loom, gained an apparent 58.0 per cent from 

1819 to 1850. Even the piece rate series probably have a pessimistic trend bias. They fail to 

reflect rising productivity of weavers of given age and sex, and the dwindling group of handloom 

weavers whose pay seemed to plummet before 1820 appears to have been increasingly dom¬ 

inated by women and children, as adult males fled to better-paying trades (Bythell, 1969, pp. 

50-51, 60~61). On women and children’s earnings, see Section VII. 

29 Flinn’s dating of the real-wage upturn has also been questioned by von Tunzelmann, 1979, 
esp. p. 48. 

30 The closest approach to the present finding for the first half of the nineteenth century is the 

guarded conjecture by Deane and Cole that “real wages [improved by] about 25 per cent 

between 1800 and 1824 and over 40 per cent between 1824 and 1850” (1969, pp. 26-27). 

Some readers of an earlier draft have wondered whether the apparent upturn after 1820 is not 

dependent on our use of the 1827 and 1835 benchmarks instead of nearby years. Some prefer to 

follow pessimist tradition by stressing the depression of 1842-43, while others choose the peak- 

price year 1839. Yet even these extreme choices do not remove the post-1820 gains, as evident 

from these available real-wage data and unemployment estimates: 

1819 1835 1839 1843 1851 

Real wage index, 

farm laborers 73.52 91.67 80.04 103.91 100.00 
Real wage index, 

middle group 54.35 85.97 68.17 88.50 100.00 

Estimated EMS unemployment 

rate (Sec. VI) n.a. 3.9% 2.2% 10.0% 3.9% 

In the real-wage trough year 1839 fewer workers were denied income by unemployment. The 

depression year 1843 was a time of high real wages, thanks to cheap provisions. Neither of these 

extreme benchmarks looks as bad as 1819. 

31 Hobsbawm, 1964, p. 74. We have checked Hobsbawm’s discussion of unemployment 

against the materials he drew from Finch, Adshead, Facts and Figures, Ashworth, and the Leeds 

Town Council. In all cases we found the primary materials shaky enough to make them unreli¬ 

able even as testimony on purely local unemployment, let alone as national averages. The 

sources repeatedly counted persons not fully employed in a particular trade as unemployed, a 

procedure that ignores the widespread shifting of individual workers between sectors over the 

year. Thus a worker employed 40% of the time as a carpenter and 50% of the time in harvesting 

and assorted odd jobs is simply counted as a carpenter who can find work only 40% of the time 

(and who may also be counted as an underemployed harvest worker). Many of the sources 

include as unemployed those who have left for other towns or America. Some, especially Ash¬ 

worth, ignore newcomers who came to town recently and found jobs, while taking a very gen¬ 

erous definition of the unemployment of those previously at work. In one case, Hobsbawm 

(p. 75) cites figures showing that about 11% of the town of Leeds had average weekly incomes of 

11 pence as evidence that “15-20 per cent of the population of Leeds had an income of less than 

one shilling per head per week”, a conclusion that ignores the obvious difference between a 

group average and a group upper bound. Two final difficulties: all of the sources were designed 
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to influence Parliament with pleas of special distress, and at no time does Hobsbawm compare 

these scraps from the 1840s with similar materials for earlier periods. 

32 The EMS unemployment rates are from Phillips, 1958, pp. 64- 65; the GNP ratio and 

1/GNP are from Deane, 1968, pp. 104-5; the rate of nominal wage increase in engineering and 

shipbuilding is the Bowley-Wood series from Mitchell and Deane, 1971, pp. 348—51. 

33 Serial correlation would imply that the text is too generous in setting an upper bound on 

unemployment in the 1840s and late 1830s. The Durbin-Watson statistic was 1.40, suggesting 

the possibility of serial correlation. A first-order Cochran-Orcutt transformation was performed 

(rho = 0.30). The altered regression had a lower standard error of estimate (2.33), but still had a 

Durbin-Watson statistic of only 1.59, far enough from 2.00 to encourage the suspicion of con¬ 

tinuing serial correlation. 

In the spirit of seeking overestimates of likely unemployment, wg have reverted to the original 

equation, unadjusted for serial correlation, instead of pursuing successive iterations to push the 

Durbin-Watson statistic up toward 2.00. This yields inefficient estimates, overstating the stan¬ 

dard error of the unbiased estimates presented here. (The fact that serial correlation also causes 

underestimation of the standard errors of the coefficients has little bearing here, since we seek 

accurate predictions rather than significance tests on coefficients.) 

34 For sectoral output series, see Mitchell and Deane, 1971, passim, and Pollard, 1980, pp. 

212-35. 

35 The proof runs as follows. Let the 0 superscript denote 1820, and the 1 denote 1850. 

Further, let the a subscript refer to agriculture and n to the rest of the economy. Let “a” be the 

share of the labor force in agriculture, and U the rate of unemployment. The national unem¬ 

ployment rate (no sectoral subscript) is linked to the sectoral rates by definition as follows: 

U° = a°Ua° + (1 - a°)U° and U1 = a1!^ + (1 - a1)!^1 . 

Since a0 is .284 and a1 = .217, the net change in the unemployment rate becomes 

U1 - U° = (.217Ua - ,284Ua°) + .783U,! - ,716Un°. 

Given that Un* ( .0941, and that Ua > Ua, it follows that only the second of these right-hand 

terms can be positive, and its value must be below .783 X .0941 = 7.37%. This exercise for Bri¬ 

tain can be repeated with the same results for England and Wales. 

36 On rates of labor-force participation, see DP, Section 3.4, and the sources cited in Table 

9.7. 

37 For all workers, the Paasche measure of the mobility effect was as high as 17.2 per cent 

between 1781 and 1851, but this was again a very small share of the overall real wage gains. 

These are improvements over the estimates discussed in DP, Section 6, due to slight revisions in 

the employment weights. 

Some additional shift toward higher-paying occupations after 1811 has eluded our measures. 

We could include only those occupations that supplied pay proxies, and the excluded groups 

(about a third of the labor force) shifted from a low-skill mix dominated by domestic servants to a 

high-skill mix dominated by new occupations created by the Industrial Revolution. More com¬ 

plete measures would show faster average wage gains between 1811 and 1851. 

38 See DP, Section 7. 

39 In this section, “migration” is defined as changes in the labor force distribution across 

regions. There is, of course, an extensive literature which debates the demographic source of the 

population and labor force shift to high-wage areas over the period which bounds the standard of 

living debate. This section is not concerned with whether the observed shift can be attributed to 

natural increase (and whether to birth or death rate differences) or to actual migration. 

40 But hardly of the size suggested by the qualitative literature. See, for example, Deane and 

Cole, 1969, chap. 3. 
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See DP, Table 20. “Migration effects” could bias the life expectancy measure toward uni¬ 

formity because persons whose health had been damaged by high-mortality environments (e.g., 

mining or Manchester) may have migrated to healthier environments to no avail, dying there 

(e.g., recorded rural laborers) and raising rural mortality rates for misleading reasons. 

On national life expectancy, see Wrigley and Schofield, 1981, esp. Table A3.1. For crude 

death rates by county and city, see Deane and Cole, 1969, p. 131, and Great Britain 1801-02 

vols. VI and VII, 1849, vol. XXI, and 1865, vol. XIII, pp. 14ff. For London, we have’calculated 

the following infant mortality rates as percentages of live births, using the bills of mortality plus 

the third English life table up to 1830 and annual reports of the Registrar General thereafter: 

1729-39—.3746, 1750-9—.3322, 1780-89—.2406, 1800-09—.1864, 1820-30—1428 1851-60— 
.1548. 

*'i See DP, Table 21 and the accompanying text. 

44 The earnings data come from Chadwick, 1860; and Kay, 1838. Both estimates posit some 

partial unemployment. This took the form of lower winter earnings in the Norfolk-Suffolk farm 
data and a 46-week year for Manchester. 

45 °n migration countercurrents, see also Ravenstein, 1885, esp. pp. 187-89. 

46 Urban populations for 1801-51 were taken from Mitchell and Deane, 1971, pp. 24-27. 

Deane and Cole, (1969, p. 7) suggested that the urban population share in the mid-eighteenth 

century was about 15-16 per cent, and we extrapolated between 1751 and 1801 using this figure 
for the former date. 
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The Standard of Living Debate 
and Optimal Economic Growth 

G.N. von TUNZELMANN1 

The recent spate of work reassessing real wage trends during the Industrial Revolu¬ 

tion (e.g., Lindert and Williamson, essay 9 in this volume; Flinn, 1974; von Tunzel- 

mann, 1979) has produced a substantial consensus. Roughly speaking, the period from 

around 1790 to 1850 can be divided into two parts, with real wages fairly constant for 

the working class as a whole between 1790 and 1820, then rising in a sustained 

fashion after about 1820. There are minor disagreements over the dating of the turn¬ 

ing point(s)2 and rather more significant ones over the scale of improvement between 

1820 and 1850, but the general story holds good Moreover, the result accords in both 

degree and timing with what has emerged from the alternative “macro” approach, 

attempting to derive average per capita consumption from national income data, 

especially in view of recent suggestions that the existing estimates of the latter over¬ 

state the rate of economic growth (Crafts, 1980, 1983; Harley, 1982).3 I shall argue 

below that most of the serious participants in the debate, whether optimists or pessim¬ 

ists, have accepted this general pattern. Then why should the debate have been so 
bitter and so protracted? 

One obvious answer is that real wages need not measure the standard of living suf¬ 

ficiently reliably. In the first place, real wage rates may diverge from average real 

earnings, e.g., through varying participation rates (changing rates of unemployment, 

changing levels of employment of women and children, changes in the number of 

hours worked per annum, etc.), or changes in the structure of employment (such as 

shifts towards higher-paying occupational groups). In principle these can be quanti¬ 

fied, as Lindert and Williamson have tried to do in the preceding chapter. Secondly 

there may be discrepancies between pre-tax and post-tax earnings. It is well-known 

that taxation was highly regressive, but whether it was becoming more or less so is 

unknown. It is not clear in what degree the price series used to deflate money wages 

are picking up tax changes. And the incidence of public expenditure according to 

social class is unexplored. Thirdly, pessimists have long insisted that real earnings 

ought to be adjusted for changes in environmental conditions, in the belief that these 
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were deteriorating, given urban mortality rates, pollution, hard and degrading condi¬ 

tions of factory work, etc., etc. The neoclassical framework utilised by Williamson 

(1982a; also Lindert and Williamson, essay 9 in this volume), while a constructive 

advance, does not really begin to grapple with the pessimist case. In supposing that 

working-class response to environmental deterioration can be assessed by migration 

in response to wage differentials, it assumes that the migrants are “free to choose”—it 

thus ignores the traditional pessimist view that migrants were pushed out of agricul¬ 

ture by enclosure, etc., rather than being pulled into industry. Fourthly, optimists 

and pessimists agree that a rise in the average consumption of commodities does not 

necessarily betoken an improvement in “happiness” (e.g., Clapham, 1930, pp. viii, 

114; Hartwell, 1971, p. 345; E.P. Thompson, 1968, pp. 231, 485); whilst pessimists, at 

least, regard the latter as the object of the study. The natural interpretation for 

economists of “happiness” is “utility”, which immediately alerts one to the possibility 

that there can be no answer to the debate, since interpersonal comparisons of utility 

will evidently arise (Mokyr and Savin, 1978, p. 518; also, Thompson, 1968, 

pp. 256-57). 

If we are prepared to settle for some assessment of “economic welfare” (and there 

are grounds for contending that this is what "the standard of living” is properly 

about), the potential outcome nevertheless seems fairly clear. Through adjusting the 

real wage indices we shall no doubt find a decline in the standard of living from 1790 

to about 1820, followed by a rise which though less than that in real wages will still 

be very perceptible. 
The contention of this chapter is that, although the matters surveyed above have 

been in the forefront of recent debate, they are not the most important issues and 

indeed over the whole course of the debate since the Industrial Revolution the major 

issues have lain elsewhere. For “the standard of living debate” has really been two 

debates (at least): one that can be described as “factual” debate, over what actually 

happened to the standard of living; another that can be called the “counterfactual,” 

over what might have happened to the standard of living. The former I shall call the 

“meliorist vs. deteriorationist” debate, the latter the “optimist vs. pessimist” debate 

proper.4 

Those who disdain counterfactuals cannot, however, rest content with the 

meliorist/deteriorationist debate. For one thing, to use the observed results as a meas¬ 

ure of welfare can be justified only if the distribution of income is unchanging (bar¬ 

ring certain freakish possibilities—see Sen, 1979), whereas the recent quantitative evi¬ 

dence affirms a major increase in income inequality between the middle of the 

eighteenth and the middle of the nineteenth centuries (Williamson, 1982b; Lindert 

and Williamson, 1983b). Secondly, if the kinds of goods being consumed in 1850 dif¬ 

fered from those of, say, 1760, then as Samuelson (1950) and Elster (1978, Ch. 2) 

showed we have to entertain the possibility of a double counterfactual, not only redis¬ 

tributing 1850 income according to 1760 patterns (or whatever), but also redistribut¬ 

ing 1850 production in accord with production possibilities. If goods are aggregated 

by characteristics (providing nutrition, shelter, etc.) this might not be especially prob¬ 

lematic for our historical case. But thirdly, it has so far been assumed that the consu¬ 

mers of 1850 are the same people as those of 1760, with fixed social preferences, etc., 

which is patently absurd. Since interpersonal comparisons of utility are formally 

debarred, the best we may be able to do is to ask whether the people of 1760 would 
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have preferred the basket of goods consumed by people in 1850 or not (Elster, 1978, 
chap. 2). Fourthly, to evaluate many of the aspects of the standard of living for which 
market prices are not immediately available may involve counterfactual computa¬ 
tions, e.g., for the value of changes in hours of work, rates of unemployment, displace¬ 
ment into “dishonourable” trades, the incidence of taxation, and so forth. Fifthly, 
even supposing that suitable adjustments can be effected on all these accounts, we 
will be left with a number that will still have to be classed as “big” or “small”—to 
assert that it is “big” will involve a counterfactual comparison with another number 
that is subjectively deemed to be “small,” and vice versa. 

The “counterfactual” debate between optimists and pessimists therefore differs in 
degree rather than in kind from the “factual” debate between meliorists and 
deteriorationists. The question becomes: Which particular counterfactual? The criti¬ 
cal choices are set out lucidly by Hartwell and Engerman (1975, pp. 193-94): 

“Thus in evaluating the consequences of the industrial revolution the question 
should be whether, given some set of exogenous changes, the working classes 
were better off than they would have been in the absence of industrialization. 
And this question should be distinguished conceptually from the question 
whether, given the Industrial Revolution, it would have been possible for there 
to have been some set of policies which would have permitted the working 
classes to have been better off than they actually were. And these questions are 
different again from the question whether the working classes improved their 
standard of living over the period of the Industrial Revolution, say from 1750 to 
1850” [emphasis added]. 

What is wrong with the Hartwell-Engerman formulation is that, in plumping for the 
first counterfactual, their arguments are irrelevant to their intention of combatting 
the pessimist case, which is in fact the second of these counterfactuals. Thus one 
answer to the question of why the debate has so long remained open and unresolved 
is that the two sides have been arguing past each other. 

There is, of course, no unique pessimist case, just as there is no unique optimist 
case, and on both sides some writers have attacked others ostensibly in their own 
camp. The pessimist arguments considered here can loosely be grouped in the 
“liberal” and the “socialist” pessimist cases. The socialist counterfactuals would have 
required major changes in the structure of society and especially in the pattern of 
ownership of capital and land: these considerations go far beyond the scope of this 
chapter which thus focusses on the “liberal” or “reformist” case. The essence of the 
pessimist counterfactual can nevertheless be obtained by conflating the views of the 
“liberal” Hammonds and the “socialist” E.P. Thompson.5 

The first point to emphasise about the argument of the Hammonds, particularly, is 
that it is explicitly counterfactual.6 They are concerned specifically about political 
alternatives to the regime in power, which could and should have allowed the work¬ 
ing classes to attain higher standards of happiness. Chronologically they are con¬ 
cerned about English politics between the French Revolution and (the Hammonds in 
the Labourer trilogy) the time of the Reform Bill of 1832, when Britain was governed 
by what Thompson (following Cobbett) calls “Old Corruption,” i.e. a domination by 
great landowners and large commercial interests with only the occasional “popular” 
candidate for Parliament. Both the Hammonds and Thompson are incensed by the 
advent of a much more repressive administration in the backlash of response to the 
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French Revolution, implementing for instance the Treason and Sedition Acts and 

later the Six Acts; in the economic sphere implementing the Combination Acts of 

1799 and 1800 and repealing the wage-fixing and apprenticeship clauses of the Eliza¬ 

bethan Statute of Artificers in 1813-14. The Industrial Revolution was therefore 

accompanied by a political counter-revolution (e.g., Hammonds, 1925, p. 251; 

Thompson, 1968, pp. 215-16). The ruling classes coalesced in fear of Jacobinism and 

the working classes at large (e.g., Hammonds, 1917, p. 68; Hammonds, 1925, p. 206; 

Thompson, 1968, pp. 12, 194—95; Thompson, 1978; Toynbee, 1884, p. 148; Cunning¬ 

ham, 1912, p. 739). The economic regime thus brought about is often described as 

laissez-faire capitalism: the links have often been drawn, perhaps unfairly, with the 

contemporaneous rise of political economy (Berg, 1980, pp. 16-17, 35; Coats, 1971). 

Whether it is appropriate to describe the economic and social policy of governments 

during the Industrial Revolution as “laissez-faire” is a debate in its own right (see 

Taylor, 1972, and references therein). For present purposes it is enough to note that 

the term “laissez-faire” may give just the wrong impression: part of the point is that 

the government was taking on a much more actively repressive policy in regard to 

labor and the working class. Inglis (1972, pp. 31—33) adroitly observes that “laissez 

nous faire” (in regard to the ruling classes in their private capacity) may be a more 

adequate description (the term dates from Colbert’s days; see Gaskell, 1833, 1836). 

The Hammonds’ Labourer trilogy aimed not just to chronicle the experience of, but 

to suggest better alternatives for, the village, town, and skilled laborer. Their counter- 

factuals are unusually clearly specified, and carry the additional advantage of being 

both “small” and “assertable”.7 (i) For the village (i.e. agricultural) laborer, they 

would have had the government curb the more deleterious effects of enclosure, possi¬ 

bly by implementing earlier rather than later drafts of the General Inclosure Bill. The 

effects are not studied here because they raise wider questions of property rights, but 

it may be noted that much recent research (e.g., Allen, 1982) could be used in their 

support. On wages they would have wished to see Samuel Whitbread’s proposed Bill 

of 1795-6 for the regulation of wages in husbandry enacted, to give rural laborers a 

fairer share in the soaring agricultural prices of the French Wars period, (ii) For the 

town (i.e. unskilled) laborer, the Hammonds believed in the necessity of a minimum 

wage, to prevent competitive undercutting of wages in times of depression. In their 

view, the supply schedule of labor in unskilled trades was backward-bending at 

income levels only fractionally above subsistence: workers desperate for work were 

compelled as wages were reduced to work inhuman hours just to achieve the most 

basic standards of subsistence (Hammonds, 1917, pp. 202—3; Hammonds, 1919, 

pp. 96, 172; Thompson, 1968, pp. 306-7, 309; Berg, 1980, p. 245; Hilton, 1964, 

p. 168). (iii) For skilled laborers the Hammonds believed in wage-fixing along the 

lines of the celebrated Spitalfields Act of 1773 for London silk-weavers. Such wage¬ 

fixing would have differed from the minima for the unskilled in two main ways: first, 

the magistrates responsible (acting under the advice of both employers and employ¬ 

ees) would be setting not minimum wages but “fair wages”—under the Spitalfields 

Act fines were levied for excessive as well as insufficient wages. Second, the practice 

required relatively strong trade unions or equivalents, in order to be able to negotiate 

with employers on the semblance of an equal footing. The latter had to be squared 

with the operation of the Combination Laws from 1799 to 1824. 

The first general point to emphasise is that the pessimists’ objection is not to indus¬ 

trialization but to capitalism (or more precisely to the forms that capitalism took over 
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these years). As the late E.H. Carr (1964, p. 80) said in his splendid lectures, published 

as What is History ? : Nor have I ever heard of a historian who said [of British indus¬ 

trialization 1780-1870] that, in view of the cost, it would have been better to stay the 

hand of progress and not industrialize; if any such exists, he doubtless belongs to the 

school of Chesterton and Belloc, and will—quite properly—not be taken seriously by 

serious historians. This is why Hartwell and Engerman (1975) and other optimist 

writers who plump for the counterfactual of no-industrialization are simply not meet- 

ing the pessimists case. Under a different political system, pessimists’ would have 

welcomed industrialization and economic growth (for the Hammonds, see 1917, 

pp. 9, 172; 1930, p. 34; 1939, pp. 228, 247-49; also Thomis, 1974, p. 1). As it was the 

putative benefits of machinery and innovation were sadly wasted by a system which 

unduly directed them to the few rather than to the many. The simultaneous approval 

of machinery and disapproval of profit-making is a consistent line that can be fol¬ 

lowed from the time itself (e.g., on Robert Owen, see Thompson, 1968, pp. 884-5, 

915; on William Cobbett, see Williams, 1983, p. 61; on William Morris, see Thomp¬ 

son, 1977, pp. 643-54). The objection to industrialism as opposed to capitalism has 

been overwhelmingly a conservative (Tory) desire to return to preindustrial, aristo¬ 

cratic ways (e.g., Hilton, 1977; Berg, 1980, chap. 11). 

Furthermore, many pessimists have not been deteriorationists, at least at the level 

of real wages rather than happiness. It is well known that the Hammonds were 

prepared to accept, with some sharp qualifications, Clapham’s case that real wages 

were rising. Peter Clarke (1978, p. 245), who has combed the Hammonds’ letters as 

well as their books, writes: In the Town Labourer, there is a sentence, the first half of 

which is often quoted: ‘For the revolution that had raised the standard of comfort for 

the rich had depressed the standard of life for the poor; it had given to the capitalist a 

new importance, while it had degraded the work-people to be the mere muscles of 

industry.’ This is, rather surprisingly, virtually the only categorical statement made 

by the Hammonds which would be vulnerable to Clapham’s riposte.” J.L. Hammond 

himself (1930, pp. 215-16) thought Clapham was attacking Toynbee, but Toynbee’s 

conclusions about agricultural wages are actually identical to Clapham’s (Toynbee, 

1884, p. 69; Clapham, 1930, pp. 129, 131).8 

By the same token, the frequent criticism of the pessimist case—that it ignores the 

probability that conditions were even worse before the Industrial Revolution—is evi¬ 

dently beside the point once the argument is seen to be a counterfactual one—unless 

perhaps one were to argue that there were still greater counterfactual possibilities of 

improving living standards before and after the days of “laissez-nous-faire” capital¬ 

ism. Equally, the focus of optimists on industrialism (or its hypothetical absence) and 

of pessimists on varieties of capitalism explains why the former pay most attention to 

wages in factory industry whereas the latter give much greater weight to those 

groups who they consider were first expanded and then annihilated by capitalism, 

such as the handloom weavers. 

* * * 

The substantive objections to the pessimist case—by substantive I mean those 

which do attempt to grapple with it as outlined above—have been both political and 

economic. The former have constituted the main line of attack by the leading optim¬ 

ists, arguing that state intervention on the scale contemplated by the pessimists was 
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beyond the administrative competence of early nineteenth-century governments 

(Clapham, 1916, p. 475; 1918; 1930, pp. 335-36; Usher, 1921, pp. 387-88; Ashton, 

1948, pp. 112-13; Hartwell, 1966, xix-xxi; Clark, 1962, p. 94). The objection in my 

view is misconceived, as the Hammonds, for instance, wanted their policies to be 

implemented by the existing organs of local government, which had indeed tradition¬ 

ally carried out such functions. Moreover, the objection is a weak one, for—as Clap- 

ham (1912) in his review of The Village Labourer came close to admitting—it tacitly 

concedes that there may be an economic advantage in wage-fixing; the problem 

being that political circumstances were not yet sufficiently ripe to execute it. 

The economic objections are less easily brushed aside. First, there is the possibility 

that higher wages would have increased unemployment: supposing the demand 

schedule for labor to be exogenously given, and less than perfectly elastic, then as the 

supply curve shifts upward because of successful wage-fixing, the level of employ¬ 

ment falls (e.g., Mingay, 1978, p. xvi). The effects may be particularly strong on the 

relatively defenceless, such as the aged (Cunningham and McArthur, 1910, p. 91; 

Clapham, 1916). At its broadest, this raises the old Mercantilist chestnut about 

whether high or low wages are more in the national interest. Secondly, higher wages 

could restrict (Lovell, 1978, pp. ix-x)—or alternatively accelerate (Cunningham, 

1912, pp. 667-68; Taylor, 1975, p. li)—the rate of innovation. Finally one comes to 

the point of the analysis to follow: that a higher share for wages meant a lower one for 

profits, as in the Ricardian model (Pollard, 1978; Lovell, 1978; Hobsbawm, 1964, 

pp. 352-3; Perkin, 1969, p. 139; Marglin, 1978, p. 35). To the extent that profits were 

ploughed back into capital formation, and capital formation was crucial to industrial¬ 

ization, such increases of wages could be expected to slow down the whole pace of 

industrialization (Pollard, 1958, p. 216; Taylor, 1960, p. 26; Hartwell and Engerman, 

1975, p. 213; Mokyr and Savin, 1978, p. 518; Rule, 1979, p. xv). At its most extreme 

the point has been stated thus: “in the state of society as it existed in the eighteenth 

century, the question arises as to whether if industrialization had to take place on the 

Hammonds’ terms it would have taken place at all? ” (Lovell, 1978, p. x). In my esti¬ 

mation, this general issue is much the most intractable that the pessimist case has to 

face. Given the apparent plausibility of the Ricardo argument (accepted in the 

empirical work below), the objection cannot be dismissed by pat counter-argument. 

Over time it raises what I construe as the most fundamental welfare issue in economic 

development: that is, whether to adopt the strategy that Stalin did in Soviet Russia in 

the 1930s of cutting real wages, in the expectation of getting much higher capital for¬ 

mation and much faster growth, or instead to raise wages from the outset and accept 

the risk that growth would be substantially slowed down. In other words, in an indus¬ 

trializing nation, should the first generation bear the brunt of the agony for later gen¬ 

erations to benefit, or should the burden be spread out more evenly across time, in 

the likelihood that by so doing the industrialization process will take much longer? 

* * * 

The specific answers attempted to these questions in this chapter rest critically 

upon the data employed, and the research of a bevy of quantitative economic his¬ 

torians underlines the need for care and revision. At a future date I intend to conduct 

sensitivity tests; here I can simply list the procedures employed for obtaining 

Table 10.1. 
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(1) Capital. All figures on capital and investment used here are based on the recent 

estimates of C.H. Feinstein (1978), and without them the present task would be 

impracticable. For present purposes Feinstein’s figures had to be adjusted in three 

main ways, (a) His data are for Britain (i.e., including Scotland) mine are for England 

and Wales alone, (b) The base for his constant-price series is 1851-60, a decade of no 

direct concern here, so the base was revised to 1788-92 for compatibility with the 

wage series, (c) Feinstein is careful to extract and eliminate expenditures on repairs, 

wear and tear, etc., other than renewals, from his series. As such expenditures are 

essential for the upkeep of the capital stock, and are evident deductions from expen¬ 

diture available for private consumption, they are written back into capital costs for 

this problem. The land stock was calculated in the same manner as by Feinstein and 

from his series for gross rentals and the value of improvements. 

(2) Labor. To cope with the problem of underemployment, endemic in English 

agriculture in the period, I have chosen to work with the number of families rather 

than the number of persons. Wives of agricultural laborers and their children fre¬ 

quently obtained work for some part of the year, e.g., during weeding or the hay har¬ 

vest, or the com harvest, or in hop-picking; but whether they are counted in with the 

number of persons recorded as being in the agricultural labor force in the early Cen¬ 

suses is almost impossible to know. Though it is true that the boundaries of a “family” 

are vague, in fact considering individuals as economic beings raises similar problems 

(weighting child against adult, etc.). Some members of families “chiefly employed in 

agriculture” were employed in non-agricultural activities, and the labor estimates in 

Table 1 are adjusted for this on the basis of findings drawn from the 1834 Poor Law 

Queries. The breakdown between agricultural and industrial families in the late 

eighteenth century (before the existence of the Census) was based on extrapolations 

from county populations for “agricultural”, “industrial”, and “mixed” counties (from 

Deane and Cole, 1962, chap. 3). The most striking feature of the resulting series of 

agricultural families (Table 10.1, Panel A, col. 5) is that it reaches a maximum in the 

1770s (or 1780s if different sources are used), and never regains such levels—contrary 

to the common belief that agricultural employment rose slowly throughout the Indus¬ 

trial Revolution. The pattern in the early nineteenth century is open to a variety of 

interpretations; my impression is one of fluctuations around a fairly stable mean. If 

instead of families, best-guess estimates of numbers of individuals were used, much 

the same would hold good. The counterpart of the fall in agricultural employment 

from the 1770s is a Rostow-like takeoff of industrial employment from the 1780s.9 But 

the eighteenth-century results derive from some fierce extrapolations, and need but¬ 

tressing by local demographic studies before they could be more confidently asserted. 

It should be particularly noted that the agricultural and industrial categories in Table 

1 do not exhaust total employment—various types of services (e.g., domestic, profes¬ 

sional, government) are excluded. 

(3) Wages. Agricultural wages, county by county, were extracted from the volumi¬ 

nous replies to the Poor Law Commissioners’ Inquiry for the year 1833, broken down 

by demographic status. To aggregate into county-level wage bills I conjectured the 

following life-history for males in 1833: from 16 to 25 he is a single man; at 25 he mar¬ 

ries; at 27 he has children and up to the age of 44 he averages 3 children (the eldest of 

whom will be obtaining some work at the end of this period); after 44 he is again mar¬ 

ried without children; at 60 he retires. Females follow the same pattern except that 
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they marry and have children two years earlier. “Excess” females (or occasionally 

males) for whom there are insufficient partners in the county earn as single women- 

men. And so on. Naturally the categorization immensely simplifies the actual situa¬ 

tion, but one way or another I feel that everybody involved in agricultural employ¬ 

ment is accounted for, and that it is overwhelmingly likely that up to a trivial level of 

error any biases in the calculation cancel out. Unemployment, differentiated between 

summer and winter, is also obtained from the replies to the Poor Law Commissioners. 

The resulting grossed-up figures for agricultural earnings for England and Wales are 

extrapolated from 1833 to all other years using the Bowley-Wood series of agricul¬ 

tural wages from 1781 onwards and data from Gilboy (1934) for 1760-80. 

The principal source for an industrial wage bill was the survey conducted by Dr. 

James Mitchell across the country in 1831—32. Mitchell averaged wages according to 

age and sex for over 28,000 employees in England and Wales, not counting 21,000 in 

Scotland and 1270 in Northern Ireland. Mitchell’s data are heavily biased towards the 

textile industries, and comparison with other occupations suggests that if anything 

the resulting aggregates are too low. Expressed as family-equivalents, the results are 

extrapolated forwards and backwards using the preferred principal-components series 

for industrial wages and for prices generated in von Tunzelmann (1979). 

(4) Consumption. I assume a Cambridge-type savings function, i.e., no savings out 

of wage incomes. Savings can come out of rents or profits, but in the later calculations 

I suppose that savings are equal to profits, so that rents can be thought of as equal to 

consumption of luxuries (the Feinstein figures for land and rents assume that the stock 

of land cultivated was constant, an assumption that is obviously false but difficult to 

correct). There is much material in the replies to the 1834 Poor Law Inquiries that 

support the assumption that savings out of wages were negligible, so long as pay¬ 

ments to sick clubs, friendly societies, etc., are regarded as actuarially based on 

average.10 (Studies have shown that deposits by the industrial working class in savings 

banks were very limited, e.g. Fishlow, 1961; Supple, 1974). Hence, working-class con¬ 

sumption is here equal to the wage bill. Any weakening of the assumption that 

working-class savings were zero is likely to strengthen the results derived below, 

because capital becomes a less binding constraint (cf. W. Thompson, 1827, p. 87). 

The major difficulty that arises on the score of consumption is that it cannot be 

permitted to fall below a subsistence minimum in any counterfactual state of the 

world. The concept of such a minimum is a most slippery one. As is well known, all 

practical attempts to define an absolute standard for poverty (“primary poverty”) 

carry with them implicit relative standards, i.e. relative to the customs and habits of 

the day or place, as indeed the classical economists recognised. Thus wheat bread 

could have been considered an absolute minimum in southern England of the time, 

even though the cheaper option of oatmeal or rye bread was available, and more 

widely consumed in the northern counties. To estimate the minimum in each county 

I used actual payments for poor relief in each reporting parish in 1833, in the belief 

that these payments corresponded quite closely to subsistence needs. In many areas 

the reliefs were explicitly tied to the cost of an important subsistence component (the 

price of bread in the celebrated Speenhamland system and its mutations—note that 

the bread scale had been substantially reduced since the war years). Comparison 

with the cost of workhouse diets, as well as with more general budget studies, under¬ 

lines the low level at which these payments were usually set, though relative rather 
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than absolute poverty standards probably dictated their levels in most cases. To 

correct for discrepancies between the average cost of living and that of low-paid 

workers, I made use of the observations of T.L. Richardson (1976) on the relationship 

between expenditure on bread and the price of bread for Kentish agricultural work¬ 

ers. 

* * * 

For one-period optimization, the obvious course of action to maximize consump¬ 

tion is to consume the whole of output by “eating up” the capital stock. The inappli¬ 

cability of this tactic to an industrializing nation is transparent—it gets a lot of jam for 

today but leaves little for tomorrow. Jam today has therefore to be balanced against 

jam tomorrow. Consider the problem from the point of view of production. If the 

country tries to increase its jam ration for today by lowering investment then it runs 

the risk of having to produce for tomorrow with a more labor-intensive endowment of 

resources, exposing it to diminishing returns as other resources contract relative to 

labor. Conversely, if the country devotes all its energies to sacrificing jam today in 

order to benefit the future (as might be asserted for the U.S.S.R. in the early 1930s), it 

may be faced tomorrow by an unduly capital-intensive endowment of resources. I say 

“unduly” because—unless there is offsetting technical progress, which there might 

well be—diminishing returns may again set in, this time from expanding capital rela¬ 

tive to other resources. Thus the trade-off between today’s and tomorrow’s jam hinges 

critically upon the conditions of production and the circumstances of technical pro¬ 

gress. The production functions are accordingly written as: 

Y, = ztKta'Ltb'Ttdt (1) 

Where: Y = Output; 

K = Capital Stock; 

L = Labor Force; 

T = Land Stock; 

z is a factor of proportionality (z/z is the rate of technical progress); 

a, b, and d are elasticities of output with respect to the factors; and 

t subscripts refer to particular time periods (generally decades). 

The rather clumsy subscripting of the variables is to draw attention to the fact that 

the parameters change from one period to the next. A case can be made for supposing 

competitive conditions within each sector at the time of the English Industrial 

Revolution, but to suppose competition across sectors is at odds with usual historical 

presumptions and with my own findings about relative factor prices in each sector. 

The aggregate production function for the whole economy [equation (1)] is therefore 

difficult to justify historically, and the main focus below is on the disaggregation to 

agriculture and industry considered separately (obviously further disaggregation 

should also be considered—recall that services are not included in the aggregate fig¬ 

ures). For the whole economy and for the agricultural sector I specify the elasticities 

of output to sum to unity, i.e. there are constant returns to capital plus labor plus 
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land. Since a large amount of land is used in agriculture, sharply diminishing returns 

to capital-plus-labor are implied for that sector: if capital and labor had both been 

doubled in the 1760s, agricultural output would have risen less than 63 percent; if in 

the 1840s, less than 60 percent. For the industrial sector I have set a + b = 1. Since a 

small amount of land was used in industry, the relevant equation implies slightly 

increasing returns to scale in that sector, amounting to 1.2 percent in the 1760s, rising 

to 2.4 percent by the 1840s. These various results accord with intuition, but I have 

attempted to go further and estimate elasticities of substitution empirically, by relat¬ 

ing changes in capital-labor ratios to changes in wage-rental ratios. In the case of 

industry, the assumption of unitary elasticity of substitution between capital and 

labor squares reasonably well with the actual observations for the second half of the 

eighteenth century and the second quarter of the nineteenth, but for the intervening 

period the calculation provides an elasticity of substitution close to zero, perhaps 

because of the impact of “exogenous” shocks like the French Wars. 

The immediate task is to derive the highest sustainable level of consumption 

through the period of industrialization (1760 to 1850). This objective is defined here 

as consumption per head over the period—if alternatively one wanted to maximize 

aggregate consumption, one would patently do much more for the later generations, 

when population growth had swollen the size of the consumption bill.11 In order for 

the industrialization process to make sense, the capital stock in the terminal year 

(1850) is required to be not less than that actually observed in 1850, to prevent the 

“eating up” of capital accumulation that was in historical practice bequeathed to 

subsequent generations. The problem is launched from the situation actually 

observed at the outset in 1760, a situation which is taken to be the outcome of accre¬ 

tionary growth over the preceding centuries. In the initial calculations, which are all 

that are reported formally in this chapter, the following are taken to change exactly 

as they did historically: land and land rentals, the labor force in each sector, the 

parameters of the production functions in each sector, and the amount of foreign 

trade and investment. Some comment will be made later on these assumptions—the 

basic point being that they tightly constrain the range of counterfactual alternatives. 

Two concessions to reality common to many optimal growth models are not ini¬ 

tially allowed for here. All generations are in the first instance treated even- 

handedly, so I do not yet discount one generation’s earnings as against another’s. As I 

shall intimate, relaxing this assumption considerably strengthens the results. Further¬ 

more, I do not at this juncture express any normative evaluation of one level of per 

capita consumption as against another: so long as consumption is above the minimum 

of subsistence as defined earlier, £40 per family is simply twice as good as 20.12 

The problem is then written as: 

max 
m 

(2) 

Subject to: k = y — qk — c — r 

c(t) < c(t| < y(t) - r(t) 

ki760, ki850 both given 

(3) 

(4) 

(5) 
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Where: J = the stream of per capita consumption through time; 

c = consumption per capita (= family); 

c = subsistence consumption per capita; 

k = the capital-labor ratio (k dk/dt); 

y = output per capita; 

q = m + n; 

m = the rate of depreciation of the capital stock; 

n = the rate of growth of the labor force; 

r = land rentals per capita. 

This problem can be solved using the production functions (1) above, since the 

latter can all be expressed in the form y = f(k), given the assumption of a constant 

land-labor ratio. Fig. 10.1 sets it out graphically, with output per head (and consump¬ 

tion per head) on the vertical axis and the capital-labor ratio on the horizontal one. 

The curves are drawn for any one arbitrarily chosen decade within the period. The 

curve y = f(k) is the rewritten production function, say for the whole economy, its 

curvature reflecting diminishing returns to capital alone. The ray qk is drawn as a 

straight line since it is supposed that in any one decade the rate of depreciation is 

constant and so is the rate of growth of the labor force. The lower curve, y — qk, is 

simply the subtraction of this ray from the production function, f(k). The horizontal 

lines display the given data on rentals and subsistence per head. If investment per 

capita is constant, the feasible levels of consumption per head are given by the 

shaded area lying between kL (the lower feasible bound for the capital-labor ratio) 

and ky (the upper bound), because of the accounting constraint (3) and the inequality 

constraints (4). Maximum consumption per capita (i.e. family) is evidently at the 

capital-labor ratio k*, where the slope of the production function is equal to q. This 

latter relationship (the “Golden Rule”) will help us to identify the optimal level of 

consumption in each decade. It may be noted that the factors responsible for altering 

k* and thus c* through time comprise: changes in the rate of depreciation (m); 

changes in the output elasticities with respect to capital (at—altering the curvature of 

the production function); changes in the rate of technical progress (z); and changes in 

the rate of growth of the labor force (n). In practice the latter two are much the most 

important. Ceteris paribus, a rise in the rate of growth of the workforce will steepen 

the ray qk and hence lead to a fall in k*—this is because a greater amount of capital 

has to be diverted from raising the capital-labor ratio to simply equipping the 

enlarged labor force at existing standards. 

Obtaining numerical values for the balanced growth path (c*, k*) is less straightfor¬ 

ward than Figure 10.1 might imply. High-school calculus will not serve to obtain J, 

which is defined as a stream of consumption per family through time, because the 

optimal values at any point of time must take into account the values at all other 

points of time. The standard mathematical procedure for obtaining J is the calculus 

of variations, but in general it can produce results that are not “attainable”, in the 

sense of satisfying constraints like the end-point conditions (5) or the restriction to the 

kL—ku range (4). With some effort the calculus of variations can be extended to cover 

end-point conditions but it is not really satisfactory for inequality constraints like (4). 
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Two methods developed in the context of the “space race” in the late 1950s and 

1960s have proved most satisfactory in similar applications. In the U.S.S.R. Pon- 

tryagin et al. developed the “maximum principle” (see Appendix), while in the U.S.A. 

Bellman, et al. developed “dynamic programming.” Both are utilised here: the max¬ 

imum principle to obtain what I denote the static intertemporal optimum (k* in 

Table 10.2), and dynamic programming for the dynamic optimum (c° , k° ). The 

former represents the optimum that would obtain if the parameters of the various 

production functions had remained constant at the levels attained in the relevant 

decade. In actuality of course they were changing all the time, whence, as already 

mentioned, the subscripting of time on the parameters in equation (1); in these cir¬ 

cumstances the maximum principle helped point the way to results that were derived 

by dynamic programming. The latter is what is required to solve the problem but 

identifying the static intertemporal path helps to pin down the explanation for the 

results achieved; the subject to which I now turn. 

The first point to make about the results, set out in Table 10.2, is the obvious one 

that they depend entirely on the data and the model employed, and that the optimi¬ 

zation procedures just discussed are to be regarded as no more than technical 



Table 10.2 Optimal Growth Paths for the Economy, Agriculture, and Industry, 

1760 1850 

A. Whole economy 

c c c° k° O
 

1 •-1
 k* £ ** + % IMP 

1760 30.8 24.7 51.9 313 51.9 298 51.9 69 3 
1761-70 30.9 24.6 24.6 224 45.7 308 52.6 70 3 
1771-80 30.6 24.6 25.7 283 51.2 333 53.7 75 4 
1781-90 31.2 24.6 24.6 344 57.3 341 56.1 80 5 
1791-1800 31.9 24.9 24.9 424 64.5 346 58.1 82 6 
1801-10 33.0 25.2 66.8 500 66.8 345 57.0 72 8 
1811-20 37.2 25.4 25.4 255 55.2 319 62.0 67 12 
1821-30 45.7 24.8 74.4 381 74.4' 339 71.3 56 16 
1831-40 47.8 24.8 24.8 184 58.8 408 47.8 0 0 
1841-50 52.9 24.9 92.1 550 92.1 472 — — — 

1850 59.2 24.9 62.7 403 88.2 481 — — — 

B. Agriculture 

1760 27.2 24.7 24.7 301 53.2 307 35.6 31 0 
1761-70 26.9 24.6 24.6 315 55:2 280 27.1 1 0 
1771-80 26.2 24.6 24.6 326 57.0 346 29.9 14 0 
1781-90 26.4 24.6 24.6 368 62.0 400 32.3 22 0 
1791-1800 28.3 24.9 24.9 424 70.4 553 52.7 86 0 
1801-10 31.4 25.2 35.5 570 83.6 570 62.4 99 0 
1811-20 35.3 25.4 25.4 587 90.1 439 51.7 47 0 
1821-30 33.3 24.8 24.8 651 94.0 537 42.8 29 0 
1831-40 35.5 24.8 24.8 769 106.8 597 35.5 0 0 
1841-50 36.6 24.9 123.7 916 123.7 598 — — — 

1850 38.9 24.9 37.0 577 92.9 546 — — — 

C. Industry 

1760 36.3 24.7 55.0 452 55.0 420 55.0 52 6 
1761-70 36.8 24.6 24.6 365 52.2 364 55.7 51 5 
1771-80 36.9 24.6 58.2 476 58.2 493 56.4 53 7 
1781-90 36.8 24.6 24.6 318 52.4 262 57.9 57 7 
1791-1800 34.9 24.9 55.8 386 55.8 309 54.9 57 8 
1801-10 34.1 25.2 25.2 214 43.1 283 50.2 47 9 
1811-20 38.2 25.4 53.2 287 53.2 338 55.8 46 13 
1821-30 51.3 24.8 59.1 173 59.1 341 71.6 40 19 
1831-40 52.1 24.8 27.1 97 50.3 438 52.1 0 0 
1841-50 57.9 24.9 89.0 530 89.0 621 _ _ _ 

1850 65.1 24.9 72.5 428 91.5 674 — — — 

Note: c°, k°, y° = values on optimal-growth path; k* = Golden Rule capital/labor 
ratio, i.e., ignoring constraints (4) and (5); c** = maximum per-family consumption in 

each decade without lowering aggregate consumption through time; + % = percentage 

increase of c** over c; IMP = percentage improvemnt of c** path over c path for 

remainder of period to 1850. For evaluating the paths in the dynamic-programming cal¬ 

culations of optimal growth and c**, the decades 1761-70 to 1841-50 were weighted 

equally at 10 units each, 1760 at 5 units, and 1850 at zero (consumption in the final year 

is essentially arbitrary). The values for k° in 1760 and 1850 in each case are actual histor¬ 
ical values, because of constraint (5). 
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apparatus. The complexity of the procedures helps explain why nobody else has 

attempted numerical solutions to the optimist/pessimist debate, but that complexity 

arises out of the nature of the problem rather than the choice of model, etc. The 

model adopted is in fact extremely simple—too simple, as we shall soon see. 

The feasible optimal path is that given as c° and k° in the table, with the Golden 

Rule value k* as well as actual per capita consumption c shown for comparison. For 

the purposes of this table, and implied by equations (1), industry and agriculture are 

treated as separate economies, to be individually maximized—a highly unrealistic 

assumption that is made at the outset purely to gesture towards differences between 

the sectors. The gain of the optimal path over actual consumption is 17.8 percent for 

agriculture, 11.9 percent for industry, and 14.7 percent for the whole economy. The 

nature of the problem—requiring an economy or sector to shift its path of capital 

accumulation around between two historically-given end-points, with no feedback 

effects or whatever—makes higher gains improbable, particularly where subsistence is 

not too far below actual average levels of consumption. 

Agriculture gives the kind of result often expected in these calculations—an agonis- 

ingly long period of crawling along on the minimum of subsistence (broken only in 

1801-10), before giving way to a “grande bouffe” in the 1840s. Only in the sense of 

the strong assumptions so far employed can this be thought of as “optimal.” The 

result for industry is much more interesting—it also has a splurge in the 1840s, but in 

many preceding decades it would have paid to increase consumption and thus wages 

in the quest for the maximum stream. 

Table 10.2 also shows a limitation of optimal paths, in the tendency to generate 

“bang-bang” paths (either kL or kL: in Fig. 10.1; see Appendix). The instability 

involved is especially marked in Panel A, for the whole economy: there c° tends to 

alternate between the maximum possible (y° — r) and the minimum (c), and this 

could not have been politically acceptable. My unreported further research, still in 

progress, is trying various ways to obviate this problem, but of course at the cost of 

being much more subjective. But whatever the “social optimum” that is decided 

upon, it is evidently not difficult to generate hypothetical paths that yield both more 

consumption and more capital formation than the actual path. The model of “unpro¬ 

ductive investment” that has been popular with many pessimists (e.g., Pollard, 1958; 

Williams, 1966) has previously been criticized on empirical grounds (e.g., Hartwell 

and Engerman, 1975), but here I show that, up to the limitations of the present 

model, it is conceptually misleading, in that there was no simple tradeoff of more 

consumption versus more investment. 

The results provide a much stronger attack on the optimist position. The thesis of 

the Hammonds that a suitably enlightened government could have brought about 

higher living standards without necessarily sacrificing economic growth is vindicated. 

The optimal-growth path (c°, k°) is not the best way of demonstrating this, because 

though it shows the maximum amount of extra consumption that could have been 

squeezed out, subject to the above assumptions and parameters, it sometimes involves 

lowering consumption standards to the subsistence minimum in particular decades. 

Accordingly, I have estimated, for each decade taken separately, the extent to which 

consumption per family could have been increased without needing to reduce aggre¬ 

gate living standards up to 1850. There are several ways in which this counterfactual 

could be run. For the one chosen here, c** in Table 10.2, the condition has been 

imposed that in every preceding decade c and k should take on their actual values 



222 THE ECONOMICS OF THE INDUSTRIAL REVOLUTION 

(implying that for the decade in question k would continue to take on its actual value, 

though c would change); only in subsequent decades could c and k both be altered to 

suit the demands of optimal growth.13 As can be seen from the next column of the 

table, headed “ + c** is always at least 40 percent higher than actual c without 

detriment to long-run growth in industry, and at least 56 percent higher for the econ¬ 

omy, up till the 1820s.14 In all of these cases, the upper-bound constraint on consump¬ 

tion turns out to be binding (i.e., c** = y** — r), with the result that there is still 

some overall advantage in the c** path as compared with the c path—the residual 

percentage gain is shown in the final column, headed “IMP.” Even for agriculture, a 

large increase would have been possible without necessarily reducing long-term liv¬ 

ing standards over the years from 1791 to 1820, so that- if Whitbread had been 

successful in his attempt to increase the wages in husbandry in the mid-1790s, there 

could have been a particularly marked gain in equity without loss of efficiency. 

To the present writer, the most notable result to emerge from Table 10.2, and espe¬ 

cially from the c** calculation, is the potentiality for raising living standards even in 

the “deteriorationist” period before about 1820. Several commentators on my earlier 

paper have pointed out that there were other ways in which the government could 

have benefited the working classes beside varying the redistribution from investment 

activities—most apparently by reducing military and similarly “wasteful” expendi¬ 

tures during the French Wars. I would be the last to deny this, and intend evaluating 

the argument in a subsequent assessment of the optimist case. The point here is that, 

even taking such other possibilities to be exogenous and irreducible (e.g., for strategic 

reasons), redistribution of the kind that is contemplated in this chapter could have 

been advantageous. Of course, if war expenses and the like could have been cut, the 

gain to the working classes could have been considerably larger. 

The explanation for the results obtained, and especially those for industry, is that 

both statically and dynamically the economy and its sectors were operating at subop- 

timal levels. In a static sense, as a comparison of k* with actual k would show, indus¬ 

try was generally excessively capital-intensive—it would have done better to lower 

the capital-labor ratio and gained some consumption for so doing. In a dynamic sense, 

the capital-labor ratio in industry was falling down to about 1820, and even by 1850 

had not regained its initial level of the 1760s, contrary to much popular belief (cf. von 

Tunzelmann, 1981). 

The results are only as good as the assumptions and data underlying them, and the 

assumptions are clearly very restrictive. I offer no justification for them here, other 

than that they are the simplest available for use, but I am currently working on relax¬ 

ing those that seem to me most binding. These can be listed as follows: (a) the 

assumption that the marginal utility of consumption is constant, rather than diminish¬ 

ing; (b) the lack of discounting of the welfare of different generations; (c) the treat¬ 

ment of laborers as an aggregate, rather than considering different groups within the 

labor force; (d) regarding Agriculture and Industry as separate and independent 

“economies,” to be individually maximized, rather than constituting interactive parts 

of a two-sector model; (e) the assumption that land rentals are given and unavailable 

for redistribution; (f) the assumptions that technical progress is disembodied and that 

higher wages do not involve further substitution of capital for labor; (g) taking popu¬ 

lation to be fixed and its rate of growth given, instead of relating to (earlier) hypothet¬ 

ical rises of wages; and (h) supposing international flows of goods and factors to be 

unaffected by the results. 



THE STANDARD OF LIVING DEBATE AND OPTIMAL ECONOMIC GROWTH 223 

As I say, no justification can seriously be given for any of these as they stand, but 

the issue is how the outcomes will be affected by moving toward greater historical 

realism. My strong belief is that, taking all in all, the results reported so far are likely 

to prove quite robust. The reasons I would advance (possibly prematurely) for this 

assertion are as follows. In the first place, the model reflects “supply-side economics” 

in that problems—say of a Keynesian kind—on the demand side do not exist. The 

neglect of demand is another ahistorical assumption, for in the real world there were 

problems of underemployment in agriculture and short-time working in industry. But 

the point is that hypothetically raising wages would boost aggregate demand, as 

many contemporaries saw, especially in the troubled years following Waterloo. The 

supply-side gains from higher wages reported here should thus be augmented by the 

likelihood of benefits on the demand side, but to show these explicitly would require 

much more complex models. Second, to revert to a point made at the beginning of the 

chapter, I do not look beyond consumption to the broad range of environmental, demo¬ 

graphic, social and psychological factors that ought to constitute the “quality of life.” 

Some of these could be investigated only by taking up the “socialist” rather than the 

liberal pessimist counterfactual, e.g., alienation, and this remains to be undertaken in 

future research. Yet though a materialist criterion may be only a small part of the whole 

issue, real consumption standards might be expected to influence a great many of the 

other constituents (e.g., Taylor, 1975, pp. xviii—xix). Third, and related to this last 

point, higher consumption standards leading to higher nutritional standards might 

have led to higher levels of economic efficiency, and hence ultimately to further rounds 

of increase in consumption, along the lines of the efficiency-wage argument in develop¬ 

ment economics. The well-known work of Blaug (1963, 1964) on the productivity 

effects of the Speenhamland system represents an application of this model to the 

period, though note the criticisms of McCloskey (1973) and especially Williams (1981, 

pp. 29ff.). More recently, work on the heights of working-class children by R.C. Floud 

and others (e.g., Floud and Wachter, 1982) has indicated a close relationship to living 

standards. Fourth, and most important, most of the above restrictive assumptions in my 

view limit rather than exaggerate the advantages of higher wages. One of the clearest 

examples is the restriction that increases in wages have to come out of profits rather 

than rents in a model in which rents are defined as containing no component for 

investment-so that rents are thought of as luxury consumption. Indeed, as the earlier 

discussion shows, by not examining hypothetical shifts from rents to wages, say during 

the Napoleonic Wars, the model fails to test an important component of the orthodox 

pessimist case. Leaving demand to one side for a moment, it is evident that if higher 

wages can come from sacrifices of luxury consumption then there is no need for a 

growth/equity tradeoff. More generally, the point to be made is that relaxing the 

assumptions permits a wider range of counterfactual possibilities to be attainable, and 

thus the likelihood of greater counterfactual gains. 

The fly in the ointment is probably the data rather than the model. Above all, the 

figures for technical purposes (the z s in the production functions) are implausible. 

Revisions to the currently accepted data as they become available, along the lines 

intimated by recent research (e.g., Crafts 1983), bid fair to produce more plausible 

data, and once again first impressions are that such revisions will strengthen rather 

than weaken the conclusions of the chapter. 

I conclude that, though much remains to be done on both data and model, the fun¬ 

damental pessimist argument should stand: that a more interventionist government 
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could have raised real wages without endangering long-term growth. Though in prin¬ 

ciple this should suffice to refute the optimist case, in practice it does not, because as 

I intend to show elsewhere most optimists have been more pragmatic about the fields 

which they presume to have warranted earlier deregulation. For instance, wage regu¬ 

lation could have been stepped up and the law of settlement abolished in the early 

nineteenth century, with both conceivably being advantageous. 

Still more fundamentally, it is clear that it is perfectly possible to be a meliorist, in 

the “factual” debate, and a pessimist, in the “counterfactual” debate; as I have tried 

to show, many pessimists have taken this stance, at least at the level of real wages 

rather than “happiness.” Arguably one could be simultaneously an optimist and a 

deteriorationist—living standards would have risen but fell thanks to meddling 

governments. This position was quite common at the time (for an extreme example 

see Gaskell, 1833, 1836), but subsequently became rare as data on real wages began to 

be collected—though it was the view of Thorold Rogers (1884). What was widely 

interpreted as an optimist vs. pessimist debate in twentieth-century historiography 

was really a meliorist vs. pessimist debate. It is therefore no wonder that both sides 

claimed victory, and that the debate has remained so -inconclusive as everybody 

talked past one another. 

Appendix 

THE APPLICATION OF THE “MAXIMUM PRINCIPLE” 

To maximize the consumption stream through time according to the objective (2) and 

the accounting constraint (3), the maximand can be written as H = (c + p[f(k) — qk 

— c — r]}, where as before f(k) = y from the production function, and p is a multi¬ 

plier akin to the Lagrange multiplier of static optimization (though note that k does 

not appear explicitly in H). H is known mathematically as the Hamiltonian expres¬ 

sion, and can be thought of here as national income per capita. In this model, the 

Hamiltonian, H, is linear in c (H = c(l - p) + p[f(k) - qk - r]); and the maximum 

principle of Pontryagin et al. dictates that in these circumstances the solution is of 

the “bang-bang” type. If the inequalities (4) are strict inequalities—in other words, if 

consumption lies somewhere between the minimum of subsistence and the maximum 

of total output minus rents—then the maximum principle requires 9H/ 9c = 0; i.e., 

(1 — p) = 0, or p = 1. If k* is feasible in the sense of lying between kL and ky in 

Figure 10.1, then this will occur—p is the shadow price of additional capital per 

working family (k), and for a k* falling within such bounds it provides no premium for 

or against any additional capital. The inequality constraints (4) can be written into an 

expanded Hamiltonian by means of further Lagrange multipliers; for the situation 

just described these multipliers will equal zero. However, if k* falls below kL or above 

Ku such multipliers will take on non-zero values as these constraints become binding. 

Consumption will fall to the subsistence minimum if k * lies below kL or rise to out¬ 

put less land rents if k* lies above ky (“bang-bang”). In the former case p will be 

greater than unity, meaning that there is a premium on increasing capital per 

worker-family; in the latter case p will be less than 1, implying a premium on con¬ 

sumption per worker-family. Only by sheer coincidence would the economy find 
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itself on the balanced-growth path (c* k*) at the initial and terminal dates, 1760 and 

1850, but the conditions (5) dictate that the optimal solution must incorporate these 

actual circumstances. The so-called turnpike theorem of growth theory argues that if 

initial and terminal time are sufficiently far apart, the optimal growth path will lie in 

the vicinity of the balanced-growth path (c*, k*)-assuming it is feasible-for as long 

as possible, regardless of the end-point conditions (5). This assumes the parameters to 

be unchanging, which as noted in the text is not the historical situation we find our¬ 

selves in. 

Notes 

1 This is a substantially revised and extended version of a paper submitted to the panel on 

“Technical Change, Employment and Investment” at the Eighth International Economic His¬ 

tory Conference at Budapest, 1982; that paper is hereafter referred to as von Tunzelmann, 1982. 

In various forms the drafts have been submitted to seminars at the University of Warwick, St. 

Antony’s College (Oxford), and the University of Sussex; my thanks to the participants for their 

helpful and constrictive remarks. My particular thanks go to Joel Mokyr and Stanley Engerman 

for their comments on the Conference paper, and to Gene Savin for many discussions. 

2 Flinn (1974) opts for a major upturn around 1815 and a slackening-off about a decade later. 

My 1979 article contends that in part this conclusion is drawn from a confusion of trend with 

cycle, as well as from an excessive concentration on years of turning-points in prices. 

2 It should however be noted that one of Harley’s two methods for revising the macro data is 

drawn in part from wage trends, so this is not a fully independent confirmation. 

4 I use these terms in preference to those of Elster, 1978, pp. 196, 220, developed in the course 

of making similar points, of optimism vs. non-optimism and pessimism vs. non-pessimism, partly 

because I at least find my terms slightly easier to remember and slightly more euphonious 

(though hardly pretty), and partly because, as Elster admits, his category of “optimism” is an 

empty set—nobody has taken the Panglossian view that during the Industrial Revolution all was 

for the best. 

5 The Hammonds have often been mistakenly identified with the Fabians; indeed Thompson 

errs in this fashion. In fact the Fabians were their nearest political enemies (see Clarke, 1978; 

Sutton, 1982). 

6 In an extended critique of one of the Hammonds’ works, Thomis (1974) objects to their use 

of counterfactuals as not being the practice of recent historians. This simply betrays an ignorance 

of modem historiography. 

7 The significance of these terms, and the merits of designing such counterfactuals in histori¬ 

cal work, are argued—persuasively in my view—in Elster (1978). 

8 This is less surprising when one reflects that their source (Caird) was the same. For manufac¬ 

turing wages, Clapham had the benefit of the Bowley-Wood research, but Toynbee too 

emphasised song-term improvement above all else, though he was vague on the dating of the 

turning-point. 

9 This makes an interesting parallel with the takeoff in capital formation observed in 

Feinstein’s data, though my findings on productivity referred to later in the paper suggest basic 

faults somewhere in the data. 

10 In practice, the clubs and societies erred on the side of being overgenerous (e.g., Clapham, 

1930 p. 298; Supple, 1974). 

11 Hayek (1954, pp. 14-17) has claimed that the increased population could be regarded as a 

form of consumption gain; in which case, as Elster (1978, pp. 198-99) has pointed out, one 

should adopt consumption rather than consumption per head as the maximand. Elster provides 
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some reasons for rejecting this approach; in addition I would note that many optimists have 

deemed population growth to be one of the most important “exogenous” forces keeping down 

per-capita gains in the earlier part of the Industrial Revolution. 

*2 jn research in progress I am working with a utility function of the form U = (c — c) . At 

the time of writing I have results only for x = 0.75, and they turn out to be scarcely different 

from those set out in Table 10.2, (implying U = c), except that with the different specification of 

consumption as (c — c) it never quite falls to the minimum of subsistence. 

13 These calculations are made for a more tightly constrained path than the often highly 

unstable ones in Table 10.2; see von Tunzelmann (1982) for further details. 

14 In each case c** = c for the 1830s, because in conjunction with the value of k* for the 

1840s the end-point conditions turn out to be binding—in other words, the result for the 1830s is 

a product of artificially terminating the whole problem in 1850. More realistic assessments of the 

scope for increasing consumption in particular decades from about the 1820s would require later 

terminating dates for the full calculation. 
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Literacy and 
the Industrial Revolution 

E.G. WEST 

I 

Sharp differences of judgement appear to persist on the precise extent and timing of 

literacy changes in eighteenth- and nineteenth-century Britain and their relationship 

to economic growth. This essay will explore the exact nature of the differences and 

will attempt to resolve some of the main issues. 

Recent research among British historians seems to have been sensitive to the semi¬ 

nal work of the American economists M.J. Bowman and C.A. Anderson (1963, 

pp. 247-79). From statistics of cross-sectional comparisons of literacy rates in the 

1950s they generalized that a literacy rate of 30—40 per cent was a necessary condi¬ 

tion for a country to make a significant breakthrough in per capita income. Several 

British historians seem to have been uneasy about Bowman and Anderson’s inclusion 

of eighteenth- and nineteenth-century Britain as one of the many “industrial and 

literacy success” examples. Their critical response to the American authors has 

included the following three arguments: first, that literacy deteriorated in the Indus¬ 

trial Revolution; second, that growth produced literacy, not vice versa; and third, 

that private educational activities were inadequate. 

This response has probably been conditioned by the long-established tradition in 

British history that the Industrial Revolution, especially in its early stages, was gen¬ 

erally inimical to reasonable material comforts, let alone educational improvements, 

among the working class. Typical of the originators of this tradition, for instance were 

the Hammonds. Their conclusion was that in the new manufacturing towns of the 

Industrial Revolution: 

... all diversions were regarded as wrong, because it was believed that success¬ 

ful production demanded long hours, a bare life, a mind without the tempta¬ 

tion to think or remember, to look before or behind [J.L. Hammond, and B. 
Hammond, 1925, p. 229], 

Reprinted from the Economic History Review, Vol. 31, No. 3 (August 1978), pp. 369-83. Reprinted by per¬ 
mission of the Economic History Society. 
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The ruling class argued .. . that with the new method of specialization, indus¬ 

try could not spare a single hour for the needs of the man who served it. In such 

a system education had no place [ibid., p. 231]. 

. .. politicians were prepared to leave the nation to a hopelessly inadequate 

provision made by voluntary societies, and it was not until 1833 that education 

received any help from the public funds [ibid.]. 

Richard Altick, a more recent upholder of this tradition, summed it up in one sen¬ 

tence: 

The occupational and geographical relocation of the people—the total disrup¬ 

tion of their old way of life, their conversion into machine-slaves, living a hand 

to mouth existence at the mercy of their employers and of uncertain economic 

circumstances; their concentration in cities totally unprepared to accommo¬ 

date them, not least in respect to education; the resultant moral and physical 

degradation—these, as we shall see, had significant consequences in the history 

of the reading public [Altick, 1957, p. 207]. 

The supporters of this traditional view, nevertheless, have had to face the challenge 

not only of Anderson and Bowman but also of the new empirical work of writers 

(including the present author) who claim that education did not decline (Webb, 1955; 

Neuberg, 1971 who argues that there was a “mass reading public” by 1800; Robson, 

1966; Laqueur, 1976; Stone, 1969; West, 1965, 1975; Hartwell, 1971). The response to 

this challenge has been interesting. Some historians, whether traditionalists or not, 

have reacted by concentrating on intensive surveys of particular localities that sug¬ 

gest apparent exceptions to the rule of progress. Sometimes, too, the “new sceptics” 

have challenged the reliability of the statistical sources used in recent work, but then 

they have proceeded regardless of the inconsistency, to rely themselves on the same 

sources, but with their own particular interpretation.1 More important, the sceptics 

have concluded that the verdict that the Industrial Revolution period (which most 

participants in the debate seem to take to be 1760-1840) was favorable to educa¬ 

tional growth is, at best, appropriate only for the last few years of the period.2 They 

base their main argument on large-scale sample data on eighteenth-century 

marriage-register signatures, first published in 1973. Previously scholars had been 

limited to national figures from 1839 in the Registrar’s annual reports, and to one or 

two small local samples. 

This essay takes the opportunity to examine the new data. I shall argue that, on 

correct interpretation, they do not support the sceptics.3 I shall also consider the 

claim of the sceptics that wide regional variations in nineteenth-century literacy 

throw doubt on any generalized conclusion on the relationship between industrializa¬ 

tion and educational growth. The main focus will be on the regional example that is 

so often cited, the case of Lancashire. It will be argued that here some important 

variables have been missing from the discussion. Finally, it will be shown that, in 

reaching their conclusion, the sceptics have gone from figures of literacy to figures of 

schooling, and that, in this latter field, their argument is equally unconvincing. 

The discussion begins in section II with a re-examination of the Lancashire case. 

Section HI analyses the new data on eighteenth-century literacy and discusses the 

current interpretation of it. Section IV links the evidence of changing literacy with 

that of changing educational institutions, and especially the innovations of “free”, 
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“compulsory”, and publicly approved schools, in a way that tests hypotheses about 

such linkage that are commonly employed by the sceptics but not efficiently tested 

by them. 

II 

It is generally agreed by all participants that people were more literate at the end of 

the Industrial Revolution period, 1760—1840, than they were at the beginning. 

Michael Sanderson’s survey of Lancashire, however, has suggested to him initial 

decline or stagnation that only reversed itself after over one-half of the period was 

over (Sanderson, 1972). Sanderson based his survey on a selection of what he believed 

to be fairly representative instances of the industrializing centres in the country. 

After adding further data, Thomas Laqueur, using the same measure as 

Sanderson—marriage-register signatures—also pointed to an early decline in literacy 

in Lancashire. The low point was 48 percent of men and 17 percent of women able 

to sign their names in 1814—16 (Laqueur, 1974). Laqueur, however, rejected 

Sanderson’s suggestion that the low point might have been caused by the introduc¬ 

tion of large-scale factories using steam- power in the 1790s which, according to 

Sanderson, was the beginning of real social dislocation. This is unproven, Laqueur 

insisted, because the downward literacy trend had by then already been in progress 

for forty years. Sanderson’s argument, moreover, could not explain the beginning of a 

long-term rise in the literacy rate which Laqueur placed at around 1800, when the 

full influence of the factory system was beginning to be felt. 

In fact, it appears that the Industrial Revolution reversed a downward spiral of 

working-class literacy which began in the mid-eighteenth century . . . Ry the 

time the full effects of the factory system came to be felt, literacy was once 

again on the rise [Laqueur, 1974], 

Laqueur emphasized that the marriage literacy test reflected an education that 

ended about twelve to fifteen years before, as, for instance, with a marriage age of 25 

and a school-leaving age of ten. It was for this reason that the correct date for the 

improvement in literacy was around 1800. Laqueur’s article also stressed that the 

adult literacy rates in the same Lancashire towns were below the national averages 

just before the Industrial Revolution. 

In his reply in 1974, Sanderson did not satisfactorily meet Laqueur’s point that the 

downward trend in literacy had been in progress for forty years before the introduc¬ 

tion in the 1790s of steam-powered factories, and that the latter were not therefore 

the obvious cause of the low point in literacy in 1800. Instead, Sanderson shifted the 

debate to the latter end of the period. He argued that his own figures of literacy in 

Lancashire at the time of marriage did not show a “consistent” upturn before 1820 

(Sanderson, 1974). 

The graph of his data (Sanderson, 1972, p. 87) shows that there was a distinct 

upturn before 1820, as Laqueur argued. First, Sanderson’s nine-point moving average 

curve rises steadily from its first point in the year 1817. Second, and much more 

importantly, his graph needs an adjustment lag to account for the interval between 

school and marriage. Sanderson (1974) accepted Laqueur’s argument that literacy 
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records in marriage registers reflected a schooling of twelve to fifteen years earlier. 

On the assumption that schooling creates literacy (which all participants accept), his 

nine-point average curve of literacy should, on his own concession, start twelve to fif¬ 

teen years before 1817, that is in 1802-5. Third, neither Laqueur nor Sanderson gives 

the source for his belief that the lag was twelve to fifteen years. My own research 

(1965, p. 133) suggests that on the average it was about seventeen years. On this esti¬ 

mate, Sanderson’s graph reveals the rise in literacy starting in 1800, as Laqueur 

argued on the basis of his own data. Notice that the argument that the full effects of 

the large-scale factories in 1800 caused a social dislocation that was inimical to edu¬ 

cation requires evidence that literacy declined at this time. Sanderson’s evidence 

shows instead that the period around 1800 was the beginning of an increase. 

The question whether industrial change in the past hindered or helped literacy is 

much more complex when other substantial changes were occurring. The most 

dramatic change in the late eighteenth and early nineteenth centuries, apart from the 

Napoleonic War, was the unprecedented expansion of population. The true test of 

the question is whether literacy rates would have fared better if the same late 

eighteenth-century population explosion had occurred ip the pre-factory environ¬ 

ment. Even if we ignored the previous criticisms, this consideration would make 

Sanderson’s argument much more hypothetical. Laqueur mentions a 60 per cent 

increase in the Lancashire population between 1781 and 1800. Not only was the 

natural increase well above the national average but so was the rate of immigration. 

The combined (natural plus migration) increase in population was four times the 

national average. According to rough estimates, just under half of the increase 

between 1781 and 1800 was by immigration (126,319 increase by immigration and 

146,852 by natural increase—from Deane and Cole, 1962). This means that if the typi¬ 

cal immigrant family consisted of two adults and two children, then for every two 

“local-born” children there was about one immigrant child needing education over 

this period. The more that immigrants consisted of young single adults, the more the 

early marriage signatures would be represented by them. Also relevant is that 

between 1801 and 1831 population increase reached its peak in absolute numbers, 

637,543, as did the natural increase, 474,009, and immigration, 183,543 (ibid.). 

The ratio of immigrants to natural increase, however, was evidently falling by this 

time. 

Because a considerable proportion of the immigrants were low-income Irish, and 

since by all accounts they had the poorest of educations (West, 1965, pp. 113-14), the 

growth of Irish arrivals relative to the local-born Lancashire population must have 

had a significantly depressing effect on the local literacy records, especially between 

1781 and 1800. According to Arthur Redford, Lancashire contained a greater number 

of Irish settlers during the period than any other county, and the majority of them set¬ 

tled in the Industrial Revolution towns (Redford, 1964, p. 154). In 1835, Dr. J.P. Kay 

estimated that the Irish and their immediate descendants in Manchester had grown to 

about 60,000. This was between one-quarter and one-third of the town’s total popula¬ 

tion (Mitchell and Deane, 1962, p. 24). 

It is surprising that, in the works cited above, neither Sanderson nor Laqueur con¬ 

nects the Irish immigration with the relatively low literacy rates in the Lancashire of 

the Industrial Revolution. Indeed, Laqueur argues the possibility that the immigrants 

were typically the more accomplished and literate. Clearly, the data produced by 
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Sanderson and Laqueur would benefit by a re-examination and search for a correla¬ 

tion between Irish settlement and literacy rates in the various parishes so far studied. 

Their investigations are surely significantly incomplete'without it. 

If the explanation of a depressant effect by immigrants holds up, the view that 

literacy had no major connexion with economic growth in the period would be even 

weaker.4 The quickening of economic activity in the Industrial Revolution stimulated 

the demand for new construction of houses, port facilities, canals, and roads. This in 

turn increased the demand for general laborers, the literacy among whom, it is gen¬ 

erally agreed, is not of the strongest relevance to their particular productivity. As 

Redford (1964, p. 154) observes: 

Much of the work done by the Irish in Great Rritain was of the same general 

manual nature as their harvesting and agricultural labor... An immense 

number of Irish were employed as hodmen in Lancashire . . . Ry 1833 there 

were at least seven hundred Irish hod-carriers working in Liverpool, and two 

years later it was said that four-fifths of the bricklayers’ laborers in Stockport 

were Irish. 

Such a picture is quite consistent with a situation of significant “threshhold” 

literacy among the indigenous population enabling them better to concentrate in 

“key” growth areas, like manufacturing, where literacy was of more consequence. 

Rut even if this were not the case, insofar as the literacy of the immigrant Irish 

improved, compared with its normal attainment at their place of origin, we can still 

speak of this as a growth in education, and one that was associated with industrializa¬ 

tion. The positive association could still prevail despite the stagnation or even decline 

shown in Lancashire marriage signatures in particular localities. This kind of explana¬ 

tion too could give its own kind of support to a “threshold”-type argument similar to 

Bowman and Anderson’s. And it is noteworthy that, at the end of his recent debate, 

even Sanderson came to reconcile his position with theirs: “Yet I find credible the 

notion that pre-industrial Rritain had already crossed a threshold of literacy sufficient 

for industrialization and that, however much it fell during early industrialization, it 

did not regress beyond that threshold” (Sanderson, 1972). 

Ill 

One other modem specialist, R.S. Schofield, still rejects the “threshold” theory. After 

referring to Rowman and Anderson’s association of literacy with growth he observes: 

Inferences sometimes drawn from this association are that an illiteracy rate of 

about 60 per cent is a threshold above which economic growth is unlikely... 

Although it is true that the national male illiteracy rate had crossed the 60 per 

cent threshold before 1750, the female rate only crossed it definitely around 

1795, and female illiteracy was very high in areas of high female industrial 

employment; for example, it was still 84 per cent in Oldham in 1846 [Schofield, 

1973, pp. 437-51]. 

These objections do not stand up. First, the threshold described by Rowman and 

Anderson is not 60 per cent, but between 60 and 70 per cent (Bowman and Anderson, 
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1963, p. 252); and it is relevant that these authors also suggested from their data that 

within the range from 30 to 70 per cent literacy there was “remarkably little” 

increase in income with rising literacy rates.5 Schofield’s figures show that the 

national rate for women was about 37 per cent in 1755, rising steadily to 40 per cent 

around 1795, and still rising thereafter. Clearly, this was well within Bowman and 

Anderson’s relevant threshhold. 

Second, Bowman and Anderson’s figures refer in any case to the adult literacy rate 

(men and women combined). In England according to Schofield’s figures, this rate 

started well above the limit at about 50 per cent (in 1755), and rose to about 60 per 

cent in 1840. Finally, Schofield is misleading when he supports his argument that 

female industrial illiteracy was very high in areas of high female industrial employ¬ 

ment by taking “for example” the case of Oldham with a 16 per cent female literacy 

rate in 1846. This was an extreme instance. The figure for industrial Lancashire as a 

whole, which is the more relevant one, was about 31.1 per cent (Laqueur, 1974, p. 99). 

Schofield’s article has the distinction of offering the strongest defence hitherto of 

the marriage-signature measure of literacy. His main point is that it is the most stan¬ 

dard, direct, and inclusive. One can agree with this up, to a point;6 and one can 

accept, as reasonably representative, the national estimates from his random sample 

of 274 parishes (out of a total of 10,000) relating to the pre-1839 years, the period 

before the Registrar-General recorded aggregate literacy. What is debatable is his 

interpretation of these figures. 

Schofield argues that the “long period of stability” in literacy in the eighteenth 

century suggests that “for England, at least, the usual causal relationship between 

literacy and economic growth might profitably be reversed.” But taking the conven¬ 

tional dates of the first Industrial Revolution to be between 1760 and 1840, and 

assuming, as Schofield does, that entry into the labor force may be taken to be fifteen 

years prior to marriage (i.e. at school leaving), then 1790 is the date when the long¬ 

term stability in male literacy changed to one of definite improvement.7 It follows 

that, despite the unprecedented population growth after 1760, England was not only 

able to maintain the male literacy rate that had been constant for twenty years 

preceding the industrial revolution, but well before half the “revolution” period was 

over, and at a time when the population explosion was in full force, it managed to 

begin an upward trend. It is interesting again to notice that the date of the upturn, 

1790, coincided with the beginning of the large-scale factory system and the 

widespread commercial use of steam power. 

The influence of the British tradition on educational history8 might be one factor 

inhibiting Schofield from drawing the central attention to the 1790 “take-off” point, 

and from making reference to the enormous handicap of the sudden growth of popu¬ 

lation. For such an early year suggests a growth in the means of literacy improvement 

such as private schools for all classes, while the tradition argues the impossiblity of 

any progress (or avoidance of decline) until public action was taken.9 Interestingly 

enough, Schofield eventually moves from his major data, on literacy, and into the evi¬ 

dence on schooling. Since the evidence he uses refers to the post-1830 years, we must, 

for the moment, shift our focus from the early (eighteenth-century) Industrial Revolu¬ 

tion period, and from literacy, to schooling. 

Schofield starts by rejecting the “rash of educational surveys” in the 1830s as being 

too restricted in date span to be useful for study of trends over a long period. Yet, 
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inconsistently, he himself eventually leans heavily on one of them; and he does this to 

demonstrate that schooling (over a long period) was seriously deficient. More signifi¬ 

cantly still, he here makes serious errors in interpretation and reporting. 

Referring to the period 1750—1850, he argues, “All schools had great difficulty in 

securing attendance (Schofield, 1973, p. 439, my emphasis).” He supports the state¬ 

ment about this “long period” from one example of the “in-period” survey of the 

1830s, the survey of education in Westminster in 1837-38. According to Schofield 

(ibid.), this reported “that school attendance in winter was down to between a quar¬ 

ter and a half of the number enrolled.” But, to be precise, the Committee of the 

Westminster Statistical Society was reporting, in 1838, on a total of eight different 

types of school. Its comments on decreased attendance in the winter months related 

to only two of them; and these contained 29 per cent of the total scholars in the area. 

With respect to this sub-set the Committee reported: “In some instances the 

decrease thus caused was stated to amount to one-fourth, to one third and even to one 

half.”10 If we take a quarter to be the proportion of scholars absent in the whole of 

this sub-group of schools this would amount to an absence rate of about 7 per cent of 

the total school population of the area—although to be realistic we should add some 

small rate of absence in the other schools outside the sub-group. Even this absence 

rate referred to part of the year (the winter) only. The annual rate of absence would 

have been smaller. 

Next, the winter of 1837-38 was not typical. There were three causes of absence 

reported by the Committee. One was “the sickness of the children”, the second, “the 

unwillingness of the parents to expose their children to the inclemency of the 

weather.” The Committee added: “This was particularly the case during last winter, 

which was remarkable for its great and long-continued severity.” The third cause of 

school absence in the sub-group was unemployment. This factor, which could have 

been related to the severity of the winter, obviously prevented some parents paying 

the fees. 

Schofield mentions neither the sickness nor the severe winter. He simply deduces 

the general statement that the fees in most schools were an important barrier; and he 

does this in a way that gives the impression that they prevented the average family 

from buying education in the typical school. But whatever the balance of causes, the 

real absence rate reported by the Westminster Committee for 1837-38 would not 

look unusual in the English state schools of the 1970s especially in the winter months, 

and more especially when sickness epidemics (like influenza) occur. Schofield 

switches from his literacy figures into schooling statistics in order to support his 

hypothesis that education was more the effect than the cause of economic growth. 

His argument is that if schooling was of economic value the parents would have 

invested in it widely and voluntarily. Because the education that really promoted 

productivity was related to more practical skills, the schools, which provided literary 

skills only, were not well patronized. First, parents did invest in education widely and 

voluntarily. Second, Schofield’s argument does not explain satisfactorily how the 

literacy rates did manage to improve so strikingly. Third, he makes errors in his 

numerical estimates of schooling. The latter he gathers from the same single example 

from the independent surveys of the 1830s (apparently having forgotten that he 

warned readers that this route is “fraught with danger”). Referring once more, and 

exclusively, to the survey education in Westminster to show that the parents wanted 
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a practical not a literary education, Schofield concludes: “Consequently, few children 
were regular in attendance, and few remained at school for more than IV2 years” 
(Schofield, 1973, p. 452). 

The incorrectness of his estimates of attendance has already been explained. The 
next issue is school duration. Nowhere in the Committee’s report is there any state¬ 
ment about the typical child receiving in his lifetime a schooling of not more than 
one and a half years. What is included is an investigation of each of the eight prevail¬ 
ing types of school and a reference to the fact that, in three types of school, the 
entrances within the course of the year exceeded the number of children upon the 
books. This suggested, at most, a high turnover in these particular schools. But in 
those days of high mobility and competition between schools, the children typically 
accumulated several years of schooling from several schools, having relatively short 
stays at each (West, 1975, p. 83). Schofield’s estimate of one and a half years neglects 
this fact and is therefore far too low. 

The Newcastle report for 1858 found that on the average for the whole country the 
children of the working class alone were receiving an education of 5.7 years. Horace 
Mann (1861), the compiler of the special education extension to the national census of 
1851, stated that for that year working-class children over the whole country were 
receiving a schooling that was “more than four years, and more than four and a half 
years” (Great Britain, 1861, XXI). For these reasons it is difficult to accept Schofield’s 
judgement that “the prospect of upward mobility for their children did not lead 
many working-class parents to invest heavily in education” (Schofield, 1973, p. 415). 
The four and above years of schooling on the average for working-class children in 
1851, reported by Horace Mann, were paid for substantially by the parents. 

Both Schofield and Sanderson venture the arguments that fee paying was a signifi¬ 
cant barrier to the working class and that accordingly they had to wait for public 
action to provide nearly free schooling. Neither of these arguments can be accepted. 
According to the Manchester Statistical Society, 80 per cent of the school-children’s 
education in Manchester in 1834 was paid for entirely by parental fees (West, 1975, 
p. 86). The same study suggests that at least four out of five Manchester children were 
being schooled. Neighboring Pendleton (Salford) schooled 97 per cent of its children 
in 1838 and, according to the particularly intensive survey of this township by the 
Manchester Statistical Society, one-third of the school-goers remained for three to 
five years, one-third above five years, and one-third less than three years (West, 1975, 
p. 18) (figures that are fairly consistent with the national estimate of Horace Mann). 

E.J. Hobsbawm has recently given the opinion that the quantitative study of educa¬ 
tion that has made so much progress since 1963 is largely due to the study of paro¬ 
chial records of marriage signatures. School statistics (attendance and availability), 
Hobsbawm adds, have also been scrutinized for “optimistic” purposes, “but their 
value remains in serious doubt” (Hobsbawm, 1975, p. 83). If their value is in such 
doubt then this would reduce confidence in much of the reasoning of Schofield and 
Sanderson who themselves ultimately rely on them. In the context of the precise facts 
reported in the Westminster statistical report, Hobsbawm presumably might describe 
Schofield as selectively scrutinizing the school statistics for “pessimistic” purposes. 

The truth is that there are dangers in using all sources, including the parochial 
returns, as the earlier discussion has shown. Consider Hobsbawm’s own conclusions. 
He argues that the marriage-signature studies suggest a halt or even a reversal in the 
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long-term progress of literacy during the early industrial period, at least in industrial 

Lancashire up to the late 1820s. Schofield’s figures, however, show that average 

literacy, rates (males plus females) measured at the school-leaving stage were slowly 

rising throughout. Second, the same figures point to 1790 as a significant improve¬ 

ment point for men (1800 in Lancashire). Third, in all cases the trend of the early 

industrial period was about the same as the two decades that preceded it. The new 

industrialism therefore cannot be argued to have had a depressing effect. 

It is too hasty, however, immediately to dismiss any data, whether of literacy or of 

schooling, the moment a difficulty or complexity arises. Usually, after some sensible 

expressed qualification, the information from most sources can be employed, tenta¬ 

tively at least; and confidence will be increased if a consistent pattern from the vari¬ 

ous sources seems to emerge. 

Now, a general pattern does emerge from the various sources on schooling. Such as 

the case, for instance, concerning national statistics of school population, attendance, 

and years of duration. It is not persuasive to argue against them that, in contrast, the 

literacy figures are preferable because they derive from an official government 

source, and one therefore that provides the most standard and disinterested test of 

education. The 1851 figures of Horace Mann on schooling also came from a central 

government official source and indeed from the same office—the Registrar-General’s. 

Moreover, this was an all-inclusive universal census. The marriage-signature test of 

literacy, in contrast, was not all-inclusive, but related only to the 90 per cent or so of 

the population who were ever married. And for the years before 1839 we have to rely 

on samples of parishes. The 1851 census figures reported 2.14 million scholars with 

an average of four years schooling. Further confidence in these figures is encouraged 

when we look at their consistency with those of the Newcastle Commission for the 

year 1859 (with its larger population) which reported 2.54 million scholars. Horace 

Mann, who completed the 1851 figures for the Registrar-General, encourages the 

same view with his statement that “the estimate of 1859 [Newcastle Commission] is 

supported by the results of the previous and more extensive [1851 census] inquiry” 

(Mann, 1869). And the Newcastle Commission reported that over 90 per cent of chil¬ 

dren were receiving a schooling; and this long before schooling was “free” and com¬ 

pulsory. 

When we consider the 1760-1840 period we certainly have to“reach back” from 

the 1851 census and rely on a great variety of education surveys and circumstantial 

evidence. But if the marriage-signature specialists do the same, they cannot simul¬ 

taneously object that these sources are completely “unreliable”. All sources should be 

carefully sifted for what threads they have to offer, despite initial difficulties. Even 

the marriage-signature evidence is often ambiguous, at least in the first instance. This 

is clear, for example, when we remember the questions or assumptions one has to 

make about migration before one can use the parochial returns. 

Obviously, the evidence on literacy and schooling is interdependent. Those who set 

out to be “pure” specialists in the one invariably succumb to the temptation to merge 

their findings with information they obtain about the other. Literacy specialists 

usually describe figures of schooling as “indirect evidence” of literacy. Schooling spe¬ 

cialists, meanwhile, regard literacy as “indirect evidence” of schooling. Surely the 

two specialisms or approaches can converge. And this should be welcomed, for total 

knowledge will progress better with competition and cross-checking from both sides. 
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IV 

The remaining part of this essay will attempt to ilustrate this by showing how the 

data on literacy can be used to check speculations or hypotheses about schooling. 

Schofield offered the hypothesis that a substantial number of parents did not school 

their children when “very few genuinely free places were available” (Schofield, 1973, 

p. 439). Similarly, Sanderson (1972, p. 80) argued that fees were a strong barrier to 

the lower orders. Schofield’s second hypothesis stated that compulsion of the law was 

even more important in obtaining universal investment in education and therefore 

literacy. A third hypothesis, which is more explicit in Sanderson, but is at least hinted 

at in Schofield, is that the supply of education was largely an “exogenous” event to 

industrialism and to individual (family) self-help; that is, it came largely from the ini¬ 

tiative of “public agencies” whose task it was eventually “to combat. . . those adverse 

effects of industrialization” (Sanderson, 1972, p. 80). 

Consider now the latest data on nineteenth-century literacy. Schofield plotted 

national annual illiteracy rates (percentages unable to sign) on a semi-logarithmic 

scale showing percentage of illiteracy on the vertical ordinate and on two horizontal 

ordinates—marriage dates and school-leaving. His diagram is reproduced here as 

Figure 11.1. 

Schofield (1973, p. 443) argues that “the fastest rate of improvement was amongst 

those . . . leaving school after about 1870.” In Figure 11.1 he is referring to the graph 

that relates to the bottom horizontal axis that refers to schooling. Schofield assumes 

that marriage signatures reflect on the average school-leaving fifteen years before 

marriage. Whether he intended it or not, 1870 will trigger off in most minds the 

famous Forster Education Act of the same year, the most vigorous, ambitious and 

celebrated piece of Victorian educational legislation, which eventally made “public 

agencies” supersede private in school provision. When we refer exclusively to the 

bottom (school) axis, both curves in Figure 11.1 do indeed show a distinct point of 

inflexion (or kink) in the later part of the century. But Schofield is wrong in locating it 

at 1870. Rather it is in 1867, three years before the Forster Act. 

The first time Forster’s legislation could have had any significant influence on 

schooling must, in any case, have been some few years after 1870. The legislation did 

not pass through Parliament until after the middle of the year in 1870. It then took 

some time to establish school boards. When they were elected their time was initially 

taken up electing chairmen, vice-chairmen, finance committees, school sites and 

building committees, school staffing committees, and education committees. The 

boards then had to make extensive inquiries about educational deficiencies in their 

areas, and this often resulted in protracted correspondence with the Registrar’s 

Office. Where a deficiency was found, the private schools were given a period of 

grace to give them a chance to “fill the gaps.” 

After this period and, where “deficiencies” remained, the school boards had next to 

draw up and debate various plans, negotiate loans from the Public Works Commis¬ 

sion, and eventually appoint architects and builders. To illustrate, the various pro¬ 

cedures took two years to carry out, while the first (newly built) board school was not 

opened until October 1874.11 On the assumption that an efficient schooling lasts six 

years at minimum, the Act’s effects on education and literacy in Northampton would 
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Source: Registrar General of England and Wales, Annual Reports. 

Fig. 11.1 Annual Percentage of Males and Females Unable to Sign at 
Marriage, England and Wales, 1839-1912 

not, therefore, begin to show until the school-leavers of 1880 who, of course, were 

married several years later. 

Return to Schofield’s assumption that the marriage registers reflect school-leaving 

fifteen years before marriage. (I shall not press my own preference, explained above, 

for a lag of seventeen years). The point on the graph, for instance, for 1870, reading 

from the bottom (school) axis, represents the marriage-signature rates in 1885. This 
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must next be qualified. If individuals were married on the average fifteen years after 

school, there would be a certain number on either side of the average. We must 

therefore make some qualification. 

Throughout these years individuals who married under 20 years of age were under 

a half of 1 per cent of the total population.12 For practical purposes, therefore, I shall 

take the 20-year-old grooms and bridegrooms as being “the first of the few” to appear 

in the nineteenth century who could possibly have benefited from Forster s Act. To 

give the Act the fullest chance I shall also assume that those who married youngest 

needed education most. But even supposing that all school-leavers were in this 

category (all married ten years after school), and assuming building time lags similar 

to Northampton’s, the first school-leavers to benefit from the Forster schooling (as in 

Northampton) would not appear until well to the right of the kink in the curve, say 

1876 at the earliest. This point is indicated in Figure 11.2. This figure is identical 

with Figure 11.1 except for the addition of my vertical arrows with associated expla¬ 

nations. 

If we now extrapolate the curve onwards to the late 1890s from that part of the 

curve between the turning-point of 1867 to 1876, the latter year, to repeat, being the 

first possible influence of the 1870 Act, we obtain an almost linear trend result. This 

pre-Forster trend shows approximately the same “success rate” as that in Figure 11.1. 

The data in the diagram therefore do not, at least at first sight, support the third 

hypothesis that major literacy improvement had to wait for public (government) ini¬ 

tiative. We should remember, however, that some intervention was operative before 

1870. This was a system of subsidies to all kinds of private schools. More precisely, the 

diagram suggests that this mixed private and public system (dating from 1833) was 

just as efficient as the new apparatus of “nationalized” school intervention intro¬ 

duced by Forster.13 

With respect to making education “free”, the extrapolation of the trend established 

between 1867 and 1876 suggests that it made no difference. And even if it did, its 

maximum effect shown in the diagram is merely an improvement in the national 

literacy rate of 1 per cent—from 98 to 99 per cent. Similarly, the extrapolated trend 

suggests that compulsion had negligible effect. And even if it did, it could have 

affected literacy at most by making only 3 per cent of the total population literate. 

V 

I conclude that the recent attempts to reject Bowman and Anderson’s “threshold 

theory” of literacy, as it applies to England and Wales, have not been successful; 

second, that available national estimates do not demonstrate that the Industrial Revo¬ 

lution depressed literacy—even if we consider the rate for males or females 

exclusively; third, that the date of distinct improvement in the national literacy trend 

coincided with the beginnings of the large-scale factory system; and fourth, that the 

apparent local exception of Lancashire is closer to the national trend than has been 

believed, and that in any case when we take Irish immigration into account, the asso¬ 

ciation between education and economic growth is considerably strengthened. 

Finally, I have shown that, despite the attempts by historians of literacy and histori¬ 

ans of schooling to keep their studies separate, this is not easily achieved in practice. 



LITERACY AND THE INDUSTRIAL REVOLUTION 239 

Fig. 11.2 Annual Percentages of Illiterate Male and Female School Leavers 
as Determined by their Inability to Sign the Marriage Register 
Fifteen Years Later 

The convergence of the two approaches nevertheless is necessary, although it is still 

important for the one specialist carefully to cross-check the use of his sources by the 

other. Evidence on literacy has its difficulties and problems, just as does evidence on 

schooling. But, if properly handled, both can still yield the truest, rather than the 

most “pessimistic” or “optimistic” view of eighteenth- or nineteenth-century educa¬ 

tional progress. 
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Notes 

1 This was a central point in my reply to J.S. Hurt (West, 1971). 

2 See, for instance, Sanderson’s review (1976) of my 1975 book. 

3 These were not available at the time of writing my 1975 book. On the same reasoning the 

opinion of Sanderson, ibid, that “the recent debates on literacy” render some of the conclusions 

of my book “seriously outdated”, will be rebutted. 

4 See the view of Schofield in section III. 

5 More precisely this was the case in 27 out of 32 countries studied. 

6 I gave almost as strong support for the marriage-signature test of literacy, but from different 

arguments, (West, 1965, p. 134). 

7 Schofield (1973, p. 446) agrees with this timing. 

8 See section I. 

9 The government did not intervene until 1833, and even then only with very modest subsi¬ 

dies to private schools, (West, 1975, p. 75). 

10 “Second Report of a Committee of the Statistical Society of London, Appointed to Enquire 

into the State of Education in Westminster,” Journal of the Statistical Society of London, I 

(1838), 193-215 (my emphasis). 

11 Northampton Mercury, 25 Nov, 1876. I am grateful to Victor A. Hatley of Northampton 

for supplying me with this source. I am aware that some boards opened schools earlier, but these 

were usually existing private schools that were soon taken over by them. I am only concerned 

here with net improvements in school supply which would show up in entirely new buildings. 

12 Mitchell and Deane, 1962, Table 5, p. 151. The average marriage age was nearly 28 years 

in 1881 according to the Registrar-General’s Report (Vol. IV) for that year. 

13 This finding supports a central argument in my Education and the Industrial Revolution, 

an argument that Sanderson, in his review of it (1976), seems strangely to have overlooked; for he 

presents me as arguing simply that “state intervention was of doubtful necessity.” 
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