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PREFACE TO THE SECOND ENGLISH
EDITION

Our satisfaction in writing the second English edition of this book is easy to

imagine: not only are we assured of the utility of our work, but also have the

opportunity to enlarge and revise it. We have attempted to do this in various

ways. We have removed oversights and errors; we have made a few additions

and expanded a little on all chapters; we have re-written and simplified

various parts which students had found obscure or difficult to understand;

lastly, we have updated the bibliography, with the aim of offering useful
suggestions for further reading.

More substantial integrations have been made to chapters 1, 2, 4, 9 and 11.

In the first chapter we felt it necessary to recall the role played by humanism

and the Renaissance in the birth of political economy and, in particular, the

contribution they made to the formation of ‘civil humanism’, a philosophical

approach that fell into disuse following the advent of utilitarianism, but now

appears set for a second revival. In the chapter on Smith we have integrated

our exposition of the interpretations of his thought by recalling the one that
is today considered the most convincing, that of Smith as an institutionalist

economist. The chapter on Marx has also been enlarged to recall his concept

of man and his investigation into the social and institutional conditions of

capitalist production, two of the most topical parts of his thinking. Lastly,

in chapter 9, we have separated treatment of the post-Keynesian approach

from the so-called ‘new Keynesian macroeconomics’, by further expanding

on both and pointing out the important differences that distinguish the two

schools. We have also added a summary paragraph with a simple diagram
comparing the views of the various contemporary schools of macroeconomics.

In chapter 11 we have added extensive paragraphs on evolutionary games and

the theories of growth and complexity.

In addition, we have introduced a new chapter—the twelfth—which

deals with the current situation of economic science. The state of crisis

which has beset our discipline over the last thirty years appears even more

evident today than when we wrote the first edition of this book. Now we

believe it to be a healthy crisis and in chapter 12 we have endeavoured to
explain why. A crisis can also be a revolution. We do not pretend to know

what will happen in economic science over the next twenty years or so, but

it seemed important to us to clarify the reason why, in our opinion, we are

in the middle of a crisis of foundations that may make history begin again

from Adam.

Finally, a formal change has been made which we hope will be useful for

students. We have removed many references to relevant works from the main

text and entered them in special bibliographic lists at the end of each chapter.



Only those references to fundamental works, which no student can afford to

overlook, have been left in the text.

Let us conclude by thanking friends and colleagues who have taken it

upon themselves to read and comment on the integrations to this edition:

Elettra Agliardi, Luigino Bruni, Luca Fiorito, Nicholas Theocarakis, Carlo
Zappia, and Luca Zarri.
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PREFACE TO THE FIRST EDITION

Our experience in the teaching of economics and its history has made one

thing plain to us: that keeping the two subjects separate, if it was ever jus-

tified, is certainly not today. In the face of the crisis of the theoretical

orthodoxies of the 1950s and 1960s, the flowering of innovations in recent

years, and the numerous rediscoveries of traditional wisdoms, it is no longer
an easy task to teach economic principles. We feel it necessary, therefore, to

teach economic theory by paying careful attention to its history. We have

tried to satisfy this need in our book, and this already says a great deal about

the way it has been conceived. We have endeavoured to present traditional

theories as living matter, as well as presenting modern theories as part of a

historical process and not as established truths.

On the one hand, we have tried to resist the double temptation of

rereading the past only in the light of the present and explaining the present
only by the past, or, to be more precise, to avoid searching in the traditional

theories for the seeds of the modern theories and explaining the latter as

simple accumulations of knowledge. On the other hand, we have attempted

to distance ourselves from the implicit banality of the great historiographical

alternatives, such as ‘internal’ and ‘external’ history or ‘continuism’ and

‘catastrophism’. We have also tried to avoid the dichotomy which still exists

today, and which seems to us to cause misleading simplifications, between

the ‘pure’ historians of thought, who dedicate themselves exclusively to
studying ‘facts’, and the ‘pure’ theorists, who are only interested in the

evolution of the logical structure of theories. We believe that knowledge of

the ‘environment’ in which a theory is formed is just as important as

knowledge of its logical structure, and we do not accept the view that an

analysis of the emergence of a theory must be considered as an alternative to

the study of its internal structure. This historical outline is, therefore, neither

a collection of discoveries nor a portrait gallery.

Our choice to give a fair amount of historical weight to modern devel-
opments has entailed the problem of where to end our narrative. This cannot

but be a subjective decision. We have chosen the 1970s, but we have reserved

the right to break this rule each time we felt it necessary—for example, in the

case of research work and debates which produced important results in the

1980s but which began earlier. The only precaution we have taken in these

cases has been to avoid citing names and titles, with a few exceptions, and

limiting ourselves to outlining the essential elements of the most recent

theoretical developments.
The reader accustomed to traditional history books may be surprised by

the large amount of space we have reserved for the thought of the last fifty

years—approximately half the extent of a book that still remains (all things



considered) fairly concise. If there is an imbalance of this type, however, we

believe it is that we have dedicated too little space to modern theories.

Quantitative historiographical research has shown, whichever index is used,

that scientific production has grown at an exponential rate in the last

five centuries, with the remarkable consequence that certainly more than
70 per cent of the scientists who have ever lived are living today, and perhaps

a great many more. The decision to devote less than 70 per cent of our book

to modern theory was, in fact, prudent.

Finally, we have no wish to avoid certain difficulties, or, rather,

responsibilities, connected with our endeavour to treat the present as

history. We are well aware of the danger of the attempt to be wise in the

sense advocated by William James, who believed that the art lays in knowing

what to leave out. We realize that this danger becomes greater the smaller
the distance from the material dealt with and the larger the quantity of

material about which decisions must be made; but we believe that these

responsibilities must be faced. We do not know whether we have been wise in

this sense, or to what degree, but we are convinced of one thing: even if we

have omitted many things from this book, the resulting selection has been

justified, in fact necessitated, by the importance of the material upon which

we focus.

This book is not directed to a specialist public, nor solely to a student
audience. We also hope to reach the educated person, or, rather, the person

who wishes to educate herself or himself. Specialist training is not, therefore,

necessary to understand this book; a basic knowledge of economics, how-

ever, especially the main themes of micro- and macroeconomics, would be of

help. This is true for most of the book. There are, however, sections, espe-

cially those dealing with the modern theories, in which the analytical diffi-

culties cannot be avoided without falling into the trap of oversimplification.

In these cases, which we have tried to keep to a minimum, we have chosen to
avoid banality and to ask the reader for a little more effort.

This knowledge of the audience to whom the book is directed may help in

understanding several things about its structure; we have chosen, for

example, to avoid weighing down the narrative with footnotes, a choice that

has often restricted us, but which we hope will benefit the reader. On the

other hand the bibliographies presented at the end of each chapter do not

pretend to be complete; they contain, apart from details of works quoted

from, only a short guide to further reading.
Finally, we should like to express our gratitude to the many colleagues and

friends who have kindly and generously agreed to read and comment on the

first drafts of our book, or on parts of it. In particular we would like to

mention Duccio Cavalieri, Marco Dardi, Franco Donzelli, Riccardo Faucci,

Giorgio Gattei, Augusto Graziani, Peter Groenewegen, Vinicio Guidi, Geoff

Hodgson, Alan Kirman, Jan Kregel, Marcello Messori, Pierluigi Nuti,

Fabio Petri, Pier Luigi Porta, Maurizio Pugno, Piero Tani, and Warren
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Young. Of course any inadequacies or mistakes in this book are our own sole

responsibility. Our thanks also go to Andrew Schuller and Anna Zaranko of

Oxford University Press for their perceptive editorial work and advice.

E. S.

S. Z.
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Introduction

Epochs of Economic Theory

One of the most interesting and controversial of the arguments put forward

by Schumpeter in The History of Economic Analysis is that the evolution of

economic ideas does not proceed smoothly, but in jumps, through a suc-

cession of epochs of revolution and consolidation; of language confusion

and ‘classical’ periods. This is also a useful idea for the historian of economic

thought because, if true, it would provide a clear organizational framework

for the subject. In fact, this idea immediately leads to an almost natural

division of the history of economic thought into epochs, a division based on
a succession of ‘classical situations’ and revolutionary periods. Here, while

agreeing with Schumpeter that any periodization, ‘though certainly based

upon provable facts’, must not ‘be taken too seriously’ (p. 52), we will

attempt one inspired by his idea.

Modern economic science originates from a first great theoretical

revolution that occurred, roughly, in the period, 1750–80. This was an epoch

of great breaks with tradition; an epoch that began with Galiani, Beccaria,

and Hume, continued through Genovesi, Verri, Ortes, Steuart, Anderson,
Condillac, Mirabeau, Quesnay, Turgot, and the whole physiocratic move-

ment; and reached its climax with The Wealth of Nations. There was a

chaotic flow of audacious and brilliant ideas which, even allowing for the

diversity of, and conflicts among, the various approaches, was driven for-

ward by a few fundamental themes. Common to many of these authors was

the revolt against mercantilism, the perception or the foreboding that there

was to be a deep revolution in the economic structure of society, the faith in

natural laws and in the possibility of understanding them scientifically, and,
above all, the belief in free trade, which, even if it was only professed by some

of the above-mentioned economists, was soon to become the basic ideology

of the new science. The Wealth of Nations was the supreme synthesis of all

this work. For twenty years after its appearance, as Schumpeter suggests,

‘there is little to report as far as analytical work is concerned ’ (p. 379).

In fact, the recovery from theoretical stagnation occurred with the ‘new

economics’, immediately after the Napoleonic wars, and was started by

Ricardo. He, far from being a servile follower of Smith, set to work on the
arguments which differentiated his opinions from those of the great

authorities—the greatest of which was The Wealth of Nations. Ricardo was

the first of a long series of great innovators, among the most important of

whom were Sismondi, Malthus, Torrens, Bailey, Hodgskin, Thünen,

Longfield, Rae, Senior, Cournot, Dupuit, List, Rodbertus, Jones, and

Roscher.



The period from 1815 to 1845 was one of the richest in the history of

economic thought as well as that of socialist thought. (Owen, Saint-Simon,

Fourier, Cabet, Blanqui, Rodbertus, and Proudhon all worked in this

period.) It was a period of crisis, as shown by the heterogeneous nature of the

theories which fought for positions in the field: Ricardian, Ricardian
socialists, Continental socialists, the old German Historical School, and the

‘anti-Ricardian reaction’. The last was the most heterogeneous of all, and

only later was it acknowledged as the precursor of the marginalist revolution.

Despite, or perhaps because of, the diverse and contrasting flows of ideas, the

doctrinal counter-positions, and the Babel’s tower of terminologies and

concepts, this period produced a supreme wealth of seeds, some of which

were soon to bear fruit, others much later.

It was J. S. Mill who restored economics as a normal science made up of
established and lasting truths, and with him the epoch closed. It was followed

by a new period of stagnation, if not decadence: the age of Fawcett and

Cairnes in England and Bastiat in France, while in Germany the innovative

spur faded away with the affirmation of the historical school. After Bastiat,

Reybaud could state that work in political economy had almost been

exhausted and that there was nothing else to discover. Cairnes, too, believed

that the work of political economy was ‘pretty well fulfilled’. It was 1870! But

still in 1876, as Schumpeter reminds us, there was a feeling that ‘though
much remained for economists to do in the way of development and

application of existing doctrine, the great work had been done’ (p. 830).

Yet it was just at that time that a new revolution was breaking through.

The marginalist revolution occurred between 1870 and 1890: it was opened

by Menger, Jevons, and Walras, was continued by Edgeworth, Wieser,

Böhm-Bawerk, Pantaleoni, and Clark, and closed by Fisher and Marshall.

Also in this period, due to its revolutionary and transitional nature, there

was no predominant orthodoxy; in fact, the epoch was characterized by
conflict among a remarkable number of contrasting theoretical positions.

First of all, there was a revival of socialist theories in the most diverse forms,

from the Marxist school to the Fabians and from Christian to agrarian

socialism. Institutionalism and the Young Historical School (not only

German) also began during this period and were to develop more fully later.

Finally, it is important to note that there were major differences in approach,

among the marginalist writers themselves, which caused bitter controversies.

These were so widespread that still today it is difficult to recognize a
homogeneous school of thought in the early marginalist approaches. Their

way of seeing the world, in any case, seemed new and unfamiliar to many

theorists, and this caused a great deal of resistance. It was only in the 1890s

that a new ‘classical situation’ was established, and a new feeling of repose

spread among the economists. In fact, it was only towards the end of the

century that the fundamental homogeneity of the various versions of

marginalist theory was perceived by the historians of economic thought.
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The great neoclassical economists of the third generation, Cassel, Pareto,

and Wicksell, were lucky enough to work within what had almost become a

new tradition and orthodoxy, and had no need, therefore, to be revolu-

tionary. The next revolutionary period occurred during the years of ‘high

theory’, in the 1920s and 1930s. It was, as G. L. S. Shackle stated, ‘an
immense creative spasm . . . yielding six or seven major innovations of theory,

which together have completely altered the orientation and character of

economics’ (The Years of High Theory, p. 5). But perhaps there were more

than six or seven: a great many of the modern theories of growth, cycle,

input–output relations, firm, general equilibrium, money, expectations,

employment, distribution, demand, welfare, planning, and socialism—

originate from the seeds sown in those years.

Coming to the epoch in which we live, there is no doubt that a new
classical situation was created during the 1950s and 1960s. Even though

dissent was not completely silenced, as shown by the post-Keynesian attacks

on the neoclassical theory of distribution and growth and by the clamour of

the debate on capital theory, it is evident that the ‘neoclassical synthesis’

constituted at that time the authentic ‘single track’ for economic research.

Beginning with the attempt to graft the Keynesian seedling onto the old

trunk of marginalist theory, the neoclassical synthesis culminated in an

impressive ordering of ideas and suggestions derived from the years of the
high theory. Then, strengthened by the formal elegance of the Arrow–

Debreu–McKenzie general-equilibrium model, the theoretical versatility of

the Hicks–Modigliani macroeconomic-equilibrium model, and the analytical

simplicity of the Solow–Swan growth-and-distribution model, it was able

to orient economic research and economic policy in a way that no other

scientific orthodoxy had been able to do. Moreover, the fact that it even

managed to transform the critical potential of many dissident theories into

internal debates is a demonstration of its hegemonic strength.
During the 1970s, 1980s and 1990s the castle of neoclassical orthodoxy

underwent a sort of a breakdown. The last thirty years have constituted

another period of theoretical confusion. A large number of theories have

emerged, all, to differing degrees, imperfect, fascinating, and revolutionary.

None is completely satisfactory, none dominant. From the ‘new classical

macroeconomics’ to the non-Walrasian equilibrium theory, from post-

Keynesian theories to the various neo-institutionalist approaches, and

from the neo-Austrian schools to post- and neo-Marxism (the last being
subdivided into several versions, Sraffian, anti-Sraffian, regulationist, neo-

Schumpeterian, Keynesian, etc.), competition in modern academic markets

in again strong, incessant, and almost perfect.

Thus, in 250 years of the history of economic thought, from the middle of

the eighteenth century to the present day, there have been four great cycles of

progress followed by periods of stagnation of ideas, four long revolutionary

phases followed by four equally long consolidation phases. We are now right
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in the middle of the fifth cycle. Each cycle begins with a period of brilliant

ideas, innovations, and breaks with the tradition, controversies, bitter

conflicts, and terminological confusion; in short, a stimulating process of

creative destruction in the production of economic ideas. Old schools

disintegrate, dwarfs give way to giants and, just when one believes that
economic science has attained perfection, chaos breaks out again. Later, out

of that hive of activity, the need for a new synthesis gradually emerges. This

is finally reached after two or three decades, and produces a new classical

situation. Then, for another twenty or thirty years political economy

becomes a tranquil profession again: stable academic circles form, and

members of the profession return to concerns with elegance, generality, and

the solution of puzzles. Research follows well-trodden paths and produces

excellent textbooks, refinements, generalizations, and varied applications.

Plurality of Interpretations

The subjective nature of the criteria we have adopted to decide what is to be

considered innovative or orthodox is inevitable, as is the ‘qualitative’ nature

of the periodization derived from it. We are also aware of the inadequacy of

our appeal to the authority of Schumpeter. On the other hand, the idea that

economic science progresses in jumps rather than in linear progression
should not cause concern; rather, the problem is how to take account of this

phenomenon.

One position is represented by the so-called ‘incrementalist’ approach to

the history of economic thought; an approach according to which ‘scientific

progress’ has been compared—for example, by Pantaleoni—‘to the growth

of a snowball which rolls down a mountain slope, gathering extra snow, with

its surface representing the unknown’ (Scritti varii di economia, p. 4). This

point of view implies the possibility, according to Pantaleoni, of separating
economic science from its metaphysical contour, or rather, according to

Schumpeter, separating analysis from visions. By thus reducing the history

of economic thought to that of analysis (or ‘science’), it is conceived as the

narration of the slow and continual growth in knowledge: looking back-

wards through time, and ‘starting from what economic science is in the

present moment’, its history will be a ‘history of the economic truths’

(Pantaleoni, p. 484). In recent times, the most convinced supporters of this

point of view have been neoclassical economists such as Knight, Stigler,
Blaug, and Gordon. But it is not a point of view which originated within

neoclassical theory; Say and Ferrara, for example, had held it before.

Obviously, the supporters of this position do not accept that the history

of economic thought proceeds in jumps and advances by revolutions.

Crises, periods of stagnation, and slow-downs are admitted, but only as

perverse effects of the ‘metaphysical foundations’ and the psychological

conditions in which the individual authors formulated their theories, all
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factors which do not damage the substance of the scientific element. Thus

their history would be a history of mistakes.

A different point of view, which has been called ‘catastrophist’ or ‘dis-

continuist’, is linked to Kuhn’s theory of the structure of scientific revolu-

tions. This approach, which views the evolution of knowledge as passing
through revolutions and explains the latter as caused by the accumulation of

anomalies within the dominant paradigms, seems extremely useful in tack-

ling the problem we have raised. However, the application of Kuhn’s

arguments to the history of economic thought has encountered serious dif-

ficulties, difficulties which can be linked both to the ambiguities of the

Kuhnian definition of a ‘paradigm’ and to its origin in the history of the

natural sciences. So much so that the characteristics of a truly Kuhnian

revolution in the history of economic thought have only been identified, and
then not without controversy, in the Keynesian revolution. In fact, this

revolution could be interpreted, not as a theoretical response to the stimulus

supplied by the occurrence, in a historically determined socio-institutional

environment, of some new economic facts (crisis, depression, price rigidity,

or mass unemployment), but as the realization of the importance of some

anomalies which had always existed and yet had always been relegated to the

footnotes by the dominant paradigm. But how does this idea fit in with the

fact that the Keynesian revolution was only part of the process of deep
upheaval which engulfed the years of high theory? About other revolutions,

many neoclassical economists deny that it is possible to find those charac-

teristics in the marginalist revolution, and refuse even to acknowledge its

revolutionary nature, believing instead that it consisted of the purification,

refinement, and generalization of the truly scientific elements which were

already present in classical economics. Finally, the free-trade and Ricardian

revolutions cannot be analysed according to Kuhn’s schema, as they were

linked to a great historical event, the birth of industrial capitalism, and not
determined by a logic which was strictly internal to the evolution of a

paradigm.

Recently, there have also been attempts to apply Lakatos’s ‘methodology

of the scientific research programmes’ to the history of economic thought.

The best-known examples are those by Weintraub and Latsis. According to

this approach, a research programme will be successful if it shows itself to

be progressive, both theoretically (being able to predict new facts) and

empirically (if such predictions are confirmed). It will be abandoned when
it becomes degenerating (needing to be modified in order to account for

known facts without being able to predict new ones), and if a ‘better’

programme—i.e. one that is endowed with greater empirical content—is

available. The attempts to apply Lakatos’s approach to economics have

produced interesting results with regard to research methodology, especially

in the direction of weakening faith in empiricist and positivist epistemo-

logies, and of a greater open-mindedness towards methodological pluralism.
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However, as far as the history of economic thought is concerned, Lakatos’s

approach has not produced decisively important results and has, on the

contrary, represented a step backwards relative to Kuhn, who at least

admitted the importance, if not the centrality, of scientific revolutions.

Lakatos’s approach, instead—especially because of the emphasis it places on
the ‘progressiveness’ of successful research programmes, and on their greater

empirical content relative to those which have been surpassed—seems to be

moving towards a resumption of the ‘incrementalist’ arguments.

Both the incrementalist and catastrophist approaches are open to criticism

at the level of their similar epistemological roots. They have in common a

point of view which Blaug, in Economic Theory in Retrospect, has defined as

‘absolutist’ (pp. 20–1)—in the sense that the historian is only interested in the

intellectual development of the theories, without being concerned with their
relationships to the socio-economic conditions in which they emerged. The

absolutist point of view is clearly present in the incrementalist approach, for

which the evolution of thought is nothing more than a series of marginal

increments of knowledge upon a stock of aquired truth. But this is also true

of the catastrophist approach, in which scientific revolutions are caused by a

threshold effect generated by the accumulation of anomalies within each

paradigm. In both cases there is no way of linking changes in thought to

changes in social and economic life.
The approach which studies the history of economic ideas in relation to

socio-economic contexts in which they have arisen has been defined by Blaug

as ‘relativist’ (pp. 20–1). With a little more vis polemica, Pantaleoni called it

‘mesological’ (p. 491). It is a point of view which is held by a large number of

institutionalist, historicist, and Marxist scholars, and, in general, by

historians with non-positivist backgrounds. Mitchell, Stark, Roll, Rogin,

and Dasgupta, to name a few, are all authors who have explicitly theorized

and knowingly utilized the mesological approach. The epistemological
foundation of this position is based—according to Roll—‘on the conviction

that the economic structure of any given epoch and the changes which it

undergoes are the major influences on economic thinking’ (A History of

Economic Thought, p. 14).

One of the mesological approaches aims at identifying the relationships

existing between economic theory and the real socioeconomic structure. And

the simplest type of relationship seems to be that between a historically

determined reality and a specific thought that ‘reflects’ it. Working along
this line, Stark has proposed an interpretation of the Schumpeterian notion

of ‘classical situations’ which leads to a simple and apparently obvious

explanation of the phenomenon in question. When comparing the classical

situations represented by the theories of Smith and Walras, Stark observed

that, while these are two different doctrines, they are still two theories of

equilibrium. He suggests that they reflect two different economic orders

which prevailed in different historical epochs.
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Smith’s teachings thus reflected the first real historical situation in which

the capitalist order was in equilibrium conditions, an equilibrium based on

the small, non-mechanized factory and on an exchange economy fully

developed within a national market, in which the invisible hand was able

to integrate agricultural with industrial production. On the other hand,
Walras’s system represented an international economic order in which

competition was almost perfect, both on the commodity and labour markets,

at least in the most developed economies.

Stark says nothing about the other classical situations, neither does he

offer clarification about what is reflected by the theoretical formulations

which occur in periods of intellectual revolution. But his arguments seem

perfectly compatible with the following suggestion by Shackle concerning

the state of economic theory in the 1920s: these years had marked the end of
‘a belief in a self-regulating, inherently and naturally self-optimizing, stable

and coherent system’ (p. 5). When the economists realized that they were no

longer able, with the old intellectual instruments, to restore the old order of

things, they began to search for new theories; in this way, by the end of the

1930s economic science ‘had come to terms with the restless anarchy and

disorder of the world of fact’ (p. 6). This point of view has an unpleasant

premiss: that social reality is only the object and thought only the subject of

scientific activity, such that the latter does not obey the laws which govern
the former and is able to reflect them objectively. Equally unpleasant con-

sequences would be that the evolution of economic theory is unequivocally

determined by the evolution of the objective reality; and that, once again,

there is (even though through a series of oscillations) a certain type of

progress through the accumulation of truth.

Another group of mesological approaches considers the political element

as the most important link between theory and reality. This is the well-

known argument of the ‘political demand’ for economic ideas, according to
which the emergence of specific, real economic problems stimulates the

creation of political solutions and therefore of theories which are capable of

scientifically justifying those solutions. Then, the theories which supply the

correct solutions are grouped together and are slowly refined until an

orthodox theoretical system is formed.

Myrdal developed a similar conception, but added several interesting

observations concerning the role played by the process of younger genera-

tions replacing older ones within scientific communities. The study of the
new facts which emerge in the course of economic evolution, would modify

political attitudes, especially among young researchers. These, rather than

the older upholders of the orthodoxy, would be able to change the directions

of research ‘under the pressure of what is becoming politically important

to the society’ (‘Crises and Cycles in the Development of Economics’, p. 20).

It is in this way that recurrent theoretical revolutions would be triggered.

This position, even though it has the merit of giving the right weight to
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the political element, has the defect of reducing the problem to the single

dimension of the adjustment of theories to problems: there is still the idea

that the economist observes reality as in a laboratory and is not influenced

by it.

These difficulties are not encountered by Neumark, who suggests that
there is normally only one choice open to solve the fundamental economic

problems: the choice between two great alternatives; and that this explains

not only the perpetual oscillation of the dominant positions in economic

policy between state control and laissez-faire, protectionism and free trade,

balancing the budget and deficit spending, but also the oscillation of

fundamental theoretical attitudes between preferences for the conceptions

of value as ‘natural’ and ‘just’, between idealistic and materialist philo-

sophies, and between industrialism and environmentalism.

Our Point of View

This outline of the history of economic thought is not intended to be either a

history of illustrious people, their lives, their work, and their personal con-

tributions to the discovery of the truth, or a history of the errors by which the

growth of scientific knowledge has occurred. We do not share the idea that

economics is a ‘Darwinian’ discipline, an idea which claims that the last link
in the evolutionary chain contains all the preceding developments, and that

these can all be dismissed as irrelevant or superseded. Certainly, we do not

deny the existence of some form of evolution in the process of historical

change of economic ideas. However, we deny that it is a unidirectional,

homogeneous, and unique development; above all, we deny that the key to

understanding this process must necessarily be provided by the theories

which are in fashion today.

The approach that we follow has a great deal in common with the relativist
position. We wish, however, to avoid falling into certain ‘mesological’

naı̈vities and simplifications, which often contribute to the production of

histories of economic thought by portraits, or treating the evolution of ideas

as an appendix to the evolution of economic facts. We realize that the reality

studied by the economist is not fixed like that of the natural sciences.

Economic facts change through time and space: problems which appear

crucial in a certain period may be irrelevant in another, and those that are

considered important in one country can be completely ignored in another.
This peculiarity of the subject of investigation may help to explain part of the

history of economic thought, for instance, the existence of certain national

peculiarities or the emergence of specific theories at certain historical

moments. But this does not explain everything, and perhaps it does not

explain precisely what really deserves to be studied.

More important than the peculiarities of the object under study are those

of the subject itself. There is no doubt that the cultural background and the
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‘visions’ of the scientists have a strong effect on their research activities; and

still more determinant are the common ideas and values accepted by the

scientific communities, as it is precisely these which select and give direction

to the individuals. But, more generally, there is no doubt that it is the

particular society as a whole which determines the cultural climate in which
the choices available to individual scientists and the scientific community are

provided and delimited. Society as a whole decrees the importance of the

problems to be studied, establishes the directions in which solutions should

be sought, and, ultimately, decides which theories are correct.

None of this would merit our attention if society were a homogeneous

entity. But it is not. In the field of the social sciences, a theory is a form of

self-understanding and self-representation of a social subject. The subjects

are heterogeneous, however: there are differences of class, culture, and
nationality. Moreover, the relationships in which these subjects find them-

selves may be conflictual. Thus society, while being a severe judge of sci-

entific work, is not always impartial, nor does it always have clear ideas about

what it wants. And if it is true that only society decides the relevance of

the problems, it is also true that its decisions are often ambiguous and

contradictory. For example, some people consider an unemployment rate of

5 per cent as worrying, while others believe a 10 per cent rate is normal, even

‘natural’; and it is inevitable that these two different ways of thinking are
connected to two contrasting economic theories. Still more fleeting and

biased are the criteria by which society decrees which theories are correct,

because, in the end, as there is ‘only one truth’, the plurality of points of view,

solutions, and directions of research which society itself generates must in

some way be suppressed in favour of a single theory. Obviously, the work of

the scientists has an important role in establishing which theory should

prevail, as there are requirements of logical coherence, generality, and

explanatory power to which it is their duty to attend. They are not the kings
of the castle, however, and cannot do whatever they wish.

On some subjects and fundamental problems, base orientations are formed

which embody diverse and often contradictory points of view. These

orientations give rise to strands of research which span the history of eco-

nomic thought. They are like rivers on limestone which sometimes disappear

underground, giving the impression that they have dried up; but they can

continue their underground life for a long time, banned from academia and

deprived of scientific respectability. Then they come to light again, when
nobody expects it, and become more powerful and noisy until they silence

their opponents. For example, consider the orientation underlying criticism

of Say’s Law and its use to demonstrate the impossibility of ‘general gluts’.

Who would have thought, considering the defeat of Malthus by Ricardo, or

the sad academic destiny of Marx or Hobson, that with Keynes, justice

would have been done? In regard to this problem, two base orientations have

always been in conflict, one leaning towards self-regulatingmarkets, the other
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toward effective demand, and neither has ever gained a complete victory.

Another example comes from the theory of value, where the subjectivist and

objectivist orientations have clashed continuously. It seemed that Jevons had

finally defeated Ricardo, but then, a century later, Sraffa put everything back

into discussion. We could go on to show the alternating destinies of the
quantitative and endogenous orientations in regard to the money supply,

or of the macroeconomic and microeconomic orientations concerning the

distribution of income, and so on.

Matters are complicated by traditions, that is to say, by certain types

of cultural identification which link economists of different generations.

Traditions may depend on the existence of certain national cultural back-

grounds, on the formation of academic schools of thought, on the strength of

certain political configurations, or on yet other causes. Thus, it is possible to
speak, for example, of an English tradition in the field of the construction of

comprehensive grand theories, a tradition which links (despite their different

theoretical positions) the magnificent syncretism of Smith with those of

Stuart Mill and Marshall. Or, observing the thin but strong connecting

thread linking Davanzati, Montanari, Galiani, Ferrara, and Pareto, it is

possible to speak of an Italian tradition in relation to the subjectivist theory

of value. It is also possible to speak of a socialist tradition regarding value

and distribution, or of a Keynesian tradition concerning economic dynamics.
Traditions have an important role in guiding the scientific activity of indi-

viduals and research groups. Developments in traditions intertwine with

those of the base orientations, and contribute significantly to the evolution of

economic thought.

In certain historical periods, the orientations underlying some basic

theoretical principles sometimes combine with a certain specific tradition to

contribute to the creation of a theoretical system, a general theory aspiring to

give a coherent and complete answer to every problem that has arisen or can
arise in a defined field of investigation. The first requirement of a theoretical

system is the definition of the scope of investigation. Then, it is necessary to

determine the fundamental principles around which all existing and potential

knowledge can be organized, the methodological rules that establish the

way in which the research is conducted and the results evaluated, and the

linguistic canons which allow the classification, transmission, and commun-

ication of knowledge.

The definition of the scope of investigation is fundamental. It contains, in
a nutshell, the whole development of the system, identifies the problems to

be studied, establishes which economic factors act as parameters and

which as variables, chooses the research directions to be followed and

those to be ignored, and, finally, instructs the scientists as to what they are

prohibited from doing. The fundamental principles serve to hold together

the parts of the theoretical system, to create a coherent and organic core
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doctrine, and to make it something more than a syncretic sum of diverse

theories. The methodological rules instruct the scientists on how to move

across the unknown ground of the problems to solve and of the still

unproven truths. They, perhaps more than the other dimensions of a

theoretical system, and in a way that often not all the researchers are
perfectly aware of, make the scientists’ choices homogeneous and the

research results coherent. At the same time, they allow for a division of

labour which may go beyond any possible planned structures of research

activities.

Finally, the recomposition of the results of such a division of labour is

made possible by well-determined linguistic canons. Perhaps these are the

least explicitly codified characteristics of a theoretical system, but they are

not the least important. Not only do they allow the communication of
knowledge and the education of younger generations of researchers, which

means the creation and reproduction of the scientific community, but,

above all, they delimit the field of discourse. A person who is not well

versed in the linguistic terminology used by the scientific community

sharing a particular theoretical system, that is, a person who is unable to

follow its more or less tacit rules of communication, simply does not have

the right to speak, especially when the system in question is the culturally

dominant orthodoxy. The history of economic thought is full of brilliant
but unheeded self-taught men, living in the ‘underworlds’ of heretics and

precursors.

In order to clarify what we mean by a ‘theoretical system’, it may be useful

to give an example. Let us consider the neoclassical system. This originated

towards the middle of the nineteenth century and, through phases of crises

and successes, and even enduring the pressure and the centripetal forces of

three or four great national traditions, it reached its first signs of systematic

organization towards the end of the century. Finally, and aided by the
cosmopolitan push of the American neoclassical economists, it attained its

supreme synthesis towards the middle of the twentieth century. Some base

orientations typical of this system manifested themselves in a subjectivist

theory of value, a microeconomic theory of distribution, and a static theory

of equilibrium. These and other base orientations were organized around the

principle of constrained maximization of individual objectives; while the

scope of investigation was reduced to the problem of the optimal allocation

of scarce resources.
The basic problem for the historian of thought is: how do such systems

form? Linked to this are other, equally important questions. What determ-

ines the success of a system? What causes its break up? Why in certain

periods does a ‘dictatorship’ of a certain system arise while in others there

seems to be theoretical anarchy? In the remainder of this book we have tried,

within the limits set by a simple outline of the history of economic thought,
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to sketch a reply to these problems. Here, we will briefly explain some of the

interpretative lines on which we have based our attempt.

1. Economic problems are strictly linked, so that a new theory concen-

trating on only one problem, or on a limited group of problems, is in a certain
sense unstable. Either it makes reference to an already existing theoretical

system and tries to become integrated into it and possibly to generalize the

system itself, or it proposes itself as a base for the organization of a new

theoretical system. A typical example is given by the Keynesian revolution,

which began by claiming to be a general theory, but was later generalized by

the system it wished to attack. The operation was accomplished by the

elimination of some of the base orientations that were present in Keynes,

orientations that turned out to be incompatible with neoclassical theory. On
the other hand, and precisely by virtue of these orientations, attempts were

made to construct, on the basis of the general theory, a post-Keynesian

theoretical system conceived as an alternative to the neoclassical system.

2. The success of a theoretical system implies the realization of two

conditions, one internal and one external. The former concerns logical

coherence, both in terms of the analytical rigour of the specific theories of

which a system is formed and in terms of the relationships that link one

theory to another. The latter concerns the ability of the theoretical system to
respond to a certain social need. Society in certain periods of its evolution

needs a general theory to represent it. These are periods in which order and

stability predominate. The theories which are chosen must, in some way, be

theories of order, equilibrium, and harmony. Therefore, not all theoretical

systems are predisposed to prevail, even if they are coherent. Some, even

though they are refined, rigorous, and heuristically powerful, are in any case

destined to remain at the margins of the academic world. There is another

reason why the second condition is more important than the first: it is always
necessary, while the first is not. When society needs an organic, orthodox,

general theory, it finds one. If there are diverse theoretical systems available

that satisfy the same needs, the one which best satisfies the conditions of

internal coherence will presumably win. And when the market does not offer

a great deal, the best that exists is taken, even if the price of syncretism and

analytical weakness has to be paid. This was the case, for example, with the

Bastiat-type theories of ‘social harmony’ that prevailed in the 1850s and

1860s.
3. When a society enters a period of crisis, the prestige of the dominant

theoretical system will be shaken. In a society facing a serious crisis, the need

to represent the economy as an organic and ordered body is weakened; and

this occurs precisely when real problems emerge for which the general

theories of order are unprepared. In these periods, the pressure of the

scientific community on individual researchers weakens, while methodolog-

ical and doctrinal ties on scientific research are loosened. In this way,
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creative energies are liberated. At the same time, the research interests of the

scientists are attracted and shaped more by the problems emerging from the

real world than by those springing from theory. Theoretical revolutions

occur in these periods. They are characterized by confusion of language;

but in such a confusion the bases are laid down for the construction of
new theoretical systems. However, it could also happen that old systems are

revitalised. A theoretical systemwhich enters a period of crisis does not neces-

sarily leave the scene. The crisis itself may even contribute to the system’s

regeneration, a typical example being the resurgence of the neoclassical

system after the crisis of the 1920s and 1930s.

4. Although the history of economic thought cannot be interpreted simply

in terms of the growth of knowledge, there are, however, certain forms of

progress. One type of evolution is that which occurs within a particular base
orientation. As an orientation refers to a specific problem, evolution consists

in the progressive refinement of the theory accounting for the phenomenon.

In this way, the objectivist theory of value progressed as it moved from

Ricardo to Marx and thence to Sraffa. On the other hand, two different

orientations focusing on the same problem are not comparable, as they are

derived from different pre-analytical premisses. In regard to the problem of

the distribution of income, for example, there is an orientation, founded on

the presupposition that an economy is a set of exchange relationships among
individuals, which tends to reduce the problem to that of the determination of

the prices of the productive services. There is, however, another orientation,

one based on the premiss that the economy is a system of functional and/or

conflictual relations among social classes, which considers the distributive

problem as that of dividing the national product among the classes. Now,

whether one of these two orientations is able to explain a historical reality

better than the other is not a question that can be resolved on the analytical

level: the acceptance of one or other of the presuppositions on which the
orientations are based implies a pre-analytical choice. For this reason, the

transfer of hegemony from a theory that proposes a certain orientation to

one that proposes a different orientation cannot be evaluated in terms of

progress. There is a second type of evolution, one which concerns theoretical

systems. Here, in addition to the progress involving each of the individual

components of the system, there is also progress in the overall organization

of the components. In this case, progress occurs through the substitution of a

specific theory by another, if the new theory integrates better with the rest of
the theories making up the system. Another type of progress of a system

concerns the internal substitution of partial theories by general theories. Yet

another consists of the integration, in the system, of theories relating to new

problems. This can happen either because the empirical research activated by

the system itself leads to the discovery of new phenomena or because the

system manages to focus on, and to provide solutions to, problems that have

emerged in an autonomous way. Thus, the progress of a system, even if it
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passes through scientific revolutions, in the end always comes down to a

process of analytical refinement and/or theoretical generalization. However,

we are only dealing with progress of a system. Also, in this case it is

impossible to compare different theoretical systems in terms of progress. This

is both due to the incommensurability of the base orientations from which
the different systems develop and because different systems define the very

scope of investigation, and the problems to which they are applied, in dif-

ferent terms.

From the above, it will be easy to understand the methodological position we
have adopted in this book. Our outline of the history of economic thought is

neither a history of illustrious personalities nor one of economic themes.

Rather, it takes a history-of-ideas approach, whose principal aims consist,

on the one hand, of understanding the context in which the ideas are formed

and, on the other, of explaining how the fundamental ideas lead to the

creation of particular theoretical systems.
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PART I

From the Origins to Keynes



1

The Birth of Political Economy

1.1. Opening of the Modern World

1.1.1. The end of the Middle Ages and scholasticism

The feudal economy rose from the ashes of the slave economy of the Roman

Empire. The relationship between owner and slave, a relationship that is only

possible if the slave can produce more than he consumes, was transformed

into one between owner and serf. The serf was tied to the land he cultivated

and received protection from the lord in return for certain economic and

political services. The ultimate control of economic activity was in the hands
of the king, who could, in most cases, transfer the feuds from one lord to

another. Land and labour were transferred rather than bought and sold; and

this meant that there was no need for labour and land markets. Authority,

faith, and tradition were enough to guarantee that the system worked well.

The relative economic security created by the feudal institutions con-

tributed to an improvement in the living conditions of the population, if for

no other reason than that the social condition of the serf was higher than that

of the slave. At the same time, the formation of cities in densely populated
areas and the widespread diffusion of craft workshops laid the ground for

the beginnings of intense commercial activity. The figure of the independent

merchant appeared, initially, in the gaps in and at the edges of the traditional

economy and, later, in a new economic sphere: the free city and its markets;

the seeds of the modern European city.

The growth of the city economies and of the commercial and financial

traffic of the urban bourgeoisie began in the twelfth and thirteenth centuries.

It was in this period that the first serious attempts at economic theorizing
started. Before this there were just a few interesting ideas: Aristotle’s theories

of ‘natural chrematistics’, that is, the art of becoming rich by producing

goods and services useful to life, and of ‘unnatural chrematistics’, which

concerns enrichment from trade and usury; his distinction between the use

value and the exchange value of goods, the former consisting of the ability of

a good to satisfy a specific need and the latter of the quantitative relationship

in which one good is exchanged for another; and his attempt to define the

‘just price’ of goods on the basis of the equivalence of the values exchanged.
The scholastic philosophy of the thirteenth century, whose principal

exponent was Thomas Aquinas, was explicitly linked to Aristotelian philo-

sophy and heavily marked by the attempt to assimilate it into Christianity.



Its crucial assumption was that human intelligence is able to reach the truth

by means of the speculative method. There are three orders of truth to which

speculation should be turned: divine law, as manifested in the revelation;

natural law ( jus naturalis), as embodied in the ‘universals’ which God had

given to the creatures; and positive law, produced by human choices and
conventions and valid for all of mankind ( jus gentium) or for the subjects of

the single states ( jus civilis). The majority of the economic propositions of

scholasticism come under positive law and only a few under natural law. The

theory of the ‘just price’, reduced to the communis aestimatio (common

evaluation) of the normal price in the absence of monopoly, was derived

from Aristotle. There was also a theory of the ‘just wage’, which was defined,

again according to the communis aestimatio principle, as the wage which

would guarantee the worker a standard of living adequate to his social
condition. In connection with this, there were also signs of a just price theory

which, by virtue of the principle of ‘exchange of equivalents’, was connected

to the cost of production and, therefore, mainly to the cost of labour. A profit

is included in the cost of production, but it must be fair and moderate, an

honestus quaestus, an honourable earning, just enough for the merchant to

look after his family and devote a little money to charity. Thus, taking into

account the fact that commerce was only considered legitimate if it was

useful to the collectivity, it is difficult to see little more than the notion of
a wage for direction in the scholastic concept of profit.

The just price is an intrinsic property of a good, as it expresses its intrinsic

value (bonitas intrinseca), But how this value is determined is not clear. The

prevailing opinions oscillate between the theory of the efforts sustained in

production and that of the capability of the good to satisfy a human need. In

both cases, however, we are dealing with an objective property of the good.

And it is not clear whether the propositions concerning the value of the

goods are of natural law, as suggested by the theory of the bonitas intrinseca,
or should be reduced to the positive law, as the theory of communis aes-

timatio seems to suggest. In fact, the scholasticists were not really interested

in understanding what value is or how it is determined. They believed that

the just price must be such as to guarantee commutative justice, that is, equal

exchange, in such a way that nobody can obtain more than he gives from the

exchange of goods. If this price is ‘just’ because it corresponds to the natural

law, it is also true—and, in a certain sense, even truer than the prices at which

the goods are really exchanged on the market, which can be a little higher or
lower than the ‘just’ price itself. This is probably the distant origin of the

classical theories of natural and market prices, which will be considered in

Chapter 2.

Unlike real goods, which have an intrinsic value,money has a conventional

value (impositus), a value imposed by the prince, and there is no doubt that

the doctrine of the value of money comes within positive rather than natural

law. At any rate, a conventionalist theory of money predominates in
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scholastic thought, and especially in the work of Thomas Aquinas, who

considered money as a standard invented by man to measure the value of

goods and facilitate trade. Money was also considered as a replaceable good

which is consumed in use. In fact, the main justification for the condem-

nation of usury was derived from this. Non-fungible goods were those that
could be used without being destroyed. They roughly corresponded to what

we would now call ‘durable goods’. Fungible goods, on the other hand, were

objects destroyed through use, as for example, wine. In the first case, use can

be separated from ownership so that one can be sold independently of the

other. This is not so in the latter case. Money came into the fungible goods

category: when used to buy goods it is lost. Anyone lending it is entitled to its

restitution, but cannot expect to receive a price for its use, for that would be

usury. The debtor should in fact return it intact. Even a low rate of interest
was taken as usury, since anything added to loaned capital was considered

such. Thomas Aquinas took up the Aristotelian condemnation of usury and

added to it a theory according to which money, as it is not a durable good

which produces services, like capital goods, cannot be rented out, so that its

lending cannot give the right to the collection of interest. He was against

those who maintained that interest, being proportional to the duration of the

loan, is produced by time, an opinion that he attacked by arguing that time is

a common good. It is God’s gift to mankind, and nobody has the right to
appropriate it for himself or to appropriate its fruits. The ban on usury was

partly overcome by applying the damnum emergens doctrine, i.e. the view

that interest compensates for the risk run by the lender of losing part of his

capital (periculum sortis). Compensation was generally granted for this risk

when there was a delay in returning credit, precisely because the delay could

give rise to losses. Default interest was therefore admitted. In these cases,

compensation was considered to be ‘interest’, not ‘usury’. It was acceptable

to expect a premium for damnum et interesse. Usury was prohibited, default
interest was not. Some authors also made allowances for missing profit; this

is what today is known as ‘opportunity cost’ in loan granting. Supporters of

the legitimacy of compensation for ‘missing profit’ held that interest must

compensate for the profits renounced by the lender, since his money is not

employed for alternative uses. Many canonists maintained however that

money put to alternative uses should not generate a profit anyway, and that it

was therefore right to condemn usury, nullifying remuneration of all mon-

etary uses of capital. A loan should not entitle the lender to compensation for
missing profit.

Finally, Aquinas made an interesting attempt to justify private property,

an attempt that seems to be the first link in the long chain which, as we will

see, connects scholastic thought to the seventeenth-century natural-law

philosophy and to nineteenth-century socialism. God created the earth for

the whole of mankind, and nobody can claim a right which deprives other

men of the goods created. Private property, however, could be justified as
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a stimulus to work and is not in contrast with natural law, even though

it is not established by it. It can be seen as a form of concession that the

community gives to individuals, provided they use it as a service to the

community: it is not a right of using, enjoying, and abusing ( jus utendi,

fruendi, et abutendi), but only a power of procuring and dispensing ( potestas
procurandi ac dispensandi).

It is not difficult to understand the strong moralist tone of the scholastic

theories and their normative function. This was a period in which the revival

of commerce threatened to break up a social order which was supposed to be

based on the divine will, while bringing wealth and welfare, if not to all the

community, certainly to some new classes and social groups. In this situation

there was a strongly felt need to keep under the community’s control,

wherever possible, the economic instruments by which the new wealth was
accumulated: commercial profits, prices, usury loans, and private property.

The economic ideas of Aquinas, and of scholasticism in general, have

moral implications rather than scientific, and belong to the prehistory of

economic science. But they cannot be ignored in any history of this science

as, after becoming part of the social doctrine of the Catholic Church, they

have continued to influence economic thought for several centuries, even in

writers who did not agree with them. Economists who have elaborated

opposing doctrines have had to take them into consideration. An excellent
example is the abbé Galiani, who, as late as the eighteenth century, at the

height of the Enlightenment, was not able to formulate his own modern

theory of interest without feeling the need to show its coherence with the

doctrine of ‘commutative’ justice and the precept that prohibits usury.

1.1.2. Communes, humanism and the Renaissance

From the end of the twelfth century onwards, European society and eco-

nomy underwent a process of transformation which continued until around

the middle of the sixteenth century. It began in Italy and already in the

thirteenth century it had spread and became firmly established in other

regions, Flanders, England, northern Germany and southern France. A new
form of social organization developed: town civilization. In a typical town of

the late Middle Ages, or, better still, Renaissance period, citizens were free to

move around and meet up in different places: in churches, the government

palace, the merchant’s court, the guildhalls, the buildings of confraternities

and those of the trainbands, the marketplace, the palaces of the wealthy

bourgeoisie; particularly in the streets which provided the backdrop for

trading and social conflict, and lastly, in the main square, the venue for the

people’s political assembly, or ‘Parliament’, where public decisions were
taken, often resorting to the argument of weapons.

This civil revival came as the result of a long economic and social

revolution. At economic level, manufacturing, commercial and financial
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capitalism developed. In the textiles sector, in particular, where important

technological innovations, such as the wide loom, had been introduced,

production grew to such an extent that extensive ‘workshops’ were built for

the great number of wage-workers which often ran into hundreds. Moreover,

the invention of the mechanical clock enabled time to be measured accur-
ately and consequently wage-workers to be used more efficiently. Trading,

on continental scale, embraced the whole of Europe and the Mediterranean.

Finance and international banking developed to such an extent that bankers

frequently conditioned diplomacy and wars between great powers. During

this period several important economic innovations were introduced: the bill

of exchange, double entry accounting, securitazation of the public debt,

insurance, the merchants’ forum, the bank, the stock exchange and the

commenda—the forerunner of today’s joint stock company.
At social level, the rise of the bourgeoisie during a long revolutionary

process led to the armed ‘people’ undermining the power of the old aristo-

cratic classes, while Communes were set up as autonomous states, inde-

pendent of imperial rule. Already around the end of the thirteenth century,

serfdom had been abolished in many of the Italian republics to smite the

aristocracy’s economic power and release labour to import to the city, but

also in deference to a new concept of human freedom. It was during this

period that the modern idea of freedom developed, intended as ‘freedom of
the people’, that is, autonomy of the people set up as a Commune against the

prerogatives of imperial power, on the one hand, and ‘individual freedom’,

that is, the right to take autonomous decisions about one’s life in economic,

political, and moral fields, on the other.

But most important of all was perhaps the cultural revolution, which saw a

revival of the arts, architecture, literature, philosophy, and law. Humanism

represented the unifying spirit of the entire process. The rediscovery of Greek

and Roman literary and philosophical works enabled the intellectuals of the
times to take a step back ahead of the Middle Ages and lay the foundations

for a jump forward to modern times, to what has been called ‘civil human-

ism’. The rediscovery of ancient juridical works, on the other hand, led to the

constitution of Corpus iuris civilis and the birth of studies in Roman law,

creating the premisses for overriding feudal and canon law and the birth of

an advanced law more in keeping with capitalist development. And while

in public law, the concept of a constitutional state with popular sovereignty

began to take shape under the guidance of Marsilio da Padova, in private
law a form of regulation of the employment relationship emerged, which by

restoring the concept of locatio operarum, led to the end of feudal disciple-

ship and the birth of the modern employment contract.

The hero of humanism is an active subject, open to innovation, a lover of

freedom who is proud of his civil virtues: in short a merchant-manufacturer.

This new Hercules combined action and reflection, art and accountancy,

religion and politics, theory and practice, in the immense effort to create
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his own world and in that world, a space for his own freedom. The economic

and political reality in which an individual is immersed is no longer a

datum; the old unchangeable order recounted in Menenio Agrippa’s apo-

logue and prescribed by divine design no longer exists. The new order is

ongoing and is created by the valorous and prudent man, who no longer
confines himself to taking what he needs to live from nature but, indeed, lives

his life in the immense superhuman endeavour to create what nature is

unable to offer him: that surplus of artistic beauty, political power and

economic wealth which represents the spice of good bourgeoisie living.

Freedom is an essential condition for this hero’s existence, but even more

essential is the set of human and institutional relations which makes that

freedom possible. For economic freedom is impossible without political

freedom. Only in a free republic can an active man exercise his creative
action, a republic that defends its citizens from the threat of tyranny. But a

republic is none other than a group of citizens gathered together in a close-

knit Commune.

Notwithstanding the many differences that undoubtedly exist among the

various humanist thinkers, the insistence on the essential relationality of the

person is common to all and is an extremely important concept of economic

theory. From it derives the belief that interpersonal relations are the true

economic resource. As M. Palmieri wrote inDella vita civile (On civil life): ‘of
all beings, man is the most useful to man. The goods he needs he can obtain

only from his fellow creatures’ (p. 29). Civil humanism continued into the

Renaissance, and in the sixteenth century, that of Niccolò Machiavelli,

Thomas More, and Erasmus of Rotterdam, it became the essence of

modernity.

It was Machiavelli who best expressed the significance of this revolution in

political and social thought. The philosopher of The Prince was certainly not

one to deceive himself over man’s natural goodness. His country’s decline
was there before his very eyes; he could see that the Italian people’s republics

were by now far from being true democracies—indeed, they were places of

war against all and everyone, of the fight between social classes, of the tri-

umph of tyranny. He put the cause for this situation down to moral dec-

adence. He did not, however, deduce that human nature is evil, that the

original sin turns homo into homini lupus. In Discorso sopra la prima deca di

Tito Livio he let loose his Utopian inclinations, showing a certain predilec-

tion for a republican government; making it clear, however, that that political
system presupposes a public-spirited man with a love of freedom. In other

words, Machiavelli broke away from the fundamental contradiction of

medieval thought and its continual oscillation between Aristotelian optimism

and Judaic-Christian pessimism, by refusing to define human nature in

metaphysical terms. Machiavelli saw man not as an Aristotelian ‘political

animal’, nor as son of the original sin. There is nothing natural about human

nature, which is in reality affected by the historical context in which man
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operates. It is socially determined, or, as we would say today, it is endo-

genous. But the sociopolitical context is, in turn, determined by man’s col-

lective action. The form of social organization changes with man’s moral

inclinations and vice versa. A republican government presupposes citizens

with a public spirit and love of freedom; but that same government, through
its institutions, induces citizens to develop those very moral qualities. The

despotism of the Prince, on the other hand, is made necessary by the

decadence and moral corruption of the people, which it contributes to fuel.

From this derived a sort of historical and institutional relativism which has

remained alive in all Italian political and economic thought: Giambattista

Vico brought it to its logical historicist consequences. This conception is not

in contrast with its humanistic origins, it is indeed their supreme realization.

In formulating his first law of the evolution of society, Vico wrote that
decadence begins when men no longer find within themselves a reason to

relate their lives to that of others and not when material resources run short.

The cultural reform brought about by humanism contributed to fuel

innovation also in the field of economic thought. Of the many ideas that

emerged in the field of economics, we shall confine ourselves to recalling just

two that abound with modern implications: Francesco da Empoli’s theory of

interest and Antonio Pierozzi’s use-value theory, both of which were

elaborated in Florentine monastic Studia.
In the fourteenth and fifteenth centuries Florence was one of the most

important financial and industrial centres in Europe. It issued ‘the only true

international currency of the times’, the gold florin, and exported all over the

continent and the Mediterranean area the refined woollen and silk cloth

it produced in hundreds of workshops, the largest of which employed over

200 factory wage workers and scores of spinstresses, weavers, and other

home workers. The Florence Commune also set up an advanced system of

republican institutions and a sophisticated economic administration that
made widespread use of public debt management policies.

A flourishing secondary market for government securities grew up which

encouraged extensive and refined speculation (so refined as to practice

stellage operations). To curb the tendency, the government was obliged to

introduce a sort of ‘Tobin tax’ ante litteram: a 2 per cent gabelle on all

transactions. The speculation phenomenon gave rise to bitter disputes

around the middle of the fourteenth century, which in turn led to a vast

number of theories on the new forms of usury and the problem of the moral
legitimacy of profits made on the finance market. Canonists and preachers of

the times raged violently against these speculative practices, re-proposing

and brushing up Thomistic theories on usury.

One voice raised against the mainstream was that of the Franciscan

preacher, Francesco da Empoli, who argued that government security

speculators were not usurers, first, because securities were exchanged on the

market on the basis of a sale contract and not a loan contract. It should be
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noted that according to canon law and scholastic doctrine, only loans—and

no other uses of money—could give rise to usury. Those who bought gov-

ernment securities on the market did not lend money to the Commune that

issued them or to the citizen who re-sold them. Therefore, any earnings

obtained could not be considered remuneration for the loan of money.
Second, it was a right rather than a commodity that was bought on

the market, to be exact, the right to collect an income and, in the event, a

capital. Nevertheless, in the third place, the value of this right was uncertain.

There was, in fact, no guarantee that the Commune would actually repay

its debts, which had become unredeemable around the mid fourteenth

century. The speculator could redeem his capital by selling the securities to

other private investors. But since the market price was subject to sharp

fluctuations, the value of the investment was always ‘doubtful’. Moreover,
the Commune paid interest at a fixed nominal rate (sometimes as high as

15 per cent), so that, because of the instability of the market price of

securities, the actual interest rate too was always doubtful. In other

words, an exchange of securities on the market took the form of a venditio

sub dubio, which is tantamount to saying that the buyer made a risky

purchase.

The element of risk inherent in the transaction induced da Empoli to

assimilate this type of contract to insurance. Thus, in the same way that an
underwriter covered a merchant’s risk for which he obtained a premium in

exchange, the buyer of a government bond on the secondary market covered

the seller’s risk, by making a secure cash payment. As a premium, he

obtained in exchange the right to receive payment from the Commune at

some future date. Since the actual value of these payments was uncertain,

the buyer assumed a risk. Accordingly, any profit he might make was not

considered usury, but a premium for the risk undertaken. It should be borne

in mind that Church doctrine condemned all forms of usury, but considered
insurance premiums acceptable. Francesco da Empoli’s argumentation

cannot properly be referred to that of periculum sortis, i.e. the capital risk.

Taking his analysis outside the context of a loan contract, the Franciscan

monk reduced the risk to one of income. In his opinion, it was not the

lender’s risk that was compensated, but the service offered by the buyer in

covering an income risk.

Passing now to the theory of value, we wish to recall a practice widely used

in Florentine wholesale trading, known as ‘tagging’. The most important city
guilds, the Woollen, Silk Cloth, and Merchants Guilds, invited their mem-

bers to apply a tacca (tag) to sold goods; this was a wooden or parchment

label which set out details of cost: primi costi (i.e. the cost of raw materials),

labour costs, transport costs, warehousing costs, indirect taxation, excise

duty. In this way, information on the cost of production was made public.

The sale price was then fixed by adding a gross mark-up warranting an

‘honourable profit’.
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This prescription aimed to encourage market transparency and the prac-

tice of fair trading and was justified by the doctrine of just price. The jus-

tification was, however, misleading because, according to doctrine, a just

price should be determined by excluding monopolistic practices. An hon-

ourable profit should be earned, made up of two components: remuneration
of managerial work, quasi stipendium laboris, and a fund for charity activ-

ities, a danaio di Dio, God’s money (although some guilds classified the

danaio di Dio among the cost items). In actual fact, the major Florentine

Guilds of the fourteenth and fifteenth centuries operated as authentic

industrial syndicates, by controlling outlet and supply markets, regulating

the labour market and wages and limiting competition among its members

through fixing production quotas. The ‘just’ price they fixed tended to be a

monopolistic price collectively determined by representatives of the very
subjects to whom it was prescribed. In view of the enormous profits it

guaranteed, no one believed that it was just in the commonly accepted sense

of the word nor that it guaranteed only an honourable gain.

While the practice of tagging appeared to give rise to a theory of value as

production price, in reality it brought to light the role of market control

practices in fixing prices and, consequently caused a rift in the objectivist

theory of value. Undoubtedly, it drew attention to the weight of demand in

determining prices and consequently on subjective factors. The theoretical
elaboration of Antonio Pierozzi, better known as Sant’ Antonino da Firenze,

Dominican prior, Bishop of the city and Doctor of the Church, contributed

to widen this rift. He argued that the formation of a price is undoubtedly

based on objective factors, in particular on raritas and difficultas, the scarcity

and cost of production. But there is also a subjective factor, complacibilitas,

the individual assessment of the value of a good. This is not yet a utility

theory of value, but closely resembles one. One important thesis of Pierozzi

is that complacibilitas contributes to form a communis aestimatio but also to
diverge from it. In fact, Antonino maintained that a product is exchanged

when a buyer who values a good as worth more than the money it costs

encounters a seller who values it less; he therefore considered a sale at other

than the current price as also acceptable, as long as both contracting parties

were in agreement.

1.1.3. The expansion of ‘Mercantile’ capitalism

A slow but inexorable process of economic, social, political, and cultural

transformation began around the middle of the sixteenth century and was to
last beyond the middle of the eighteenth, when all the preconditions for the

birth of modern industrial capitalism had been laid down. The economic

leadership of Europe moved northward.

One of the main factors in this transformation process was the flow of

gold from the Americas. The prices in Europe tripled from 1500 to 1650.
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The social consequences were enormous. On the one hand, there was a

gradual impoverishment of those classes, aristocratic and clerical, who lived

on incomes which, being fixed by custom, adjusted extremely slowly to the

fall in the value of money. On the other hand, there was an unprecedented

enrichment of the mercantile class, who lived on ‘profits upon alienation’,
namely, incomes derived from the difference between the buying and selling

prices of goods, a type of profit that naturally increases with inflation. This

growth of the monetary wealth of the middle classes and the correspond-

ing gradual expropriation of the old dominant classes was one of the

fundamental factors in the process of primitive accumulation.

The expansion of trade, especially long-distance commerce, led to the

formation of commercial and industrial centres and, gradually, to the new

figure of the merchant-manufacturer, thus inducing profound changes in
productive activity. The need for an increasing quantity of manufactured

products and, above all, the need for greater stability in their supply led the

merchants to extend their control over the production activity. The ‘putting-

out’ system spread in England and France towards the end of the sixteenth

century—that same system which had been experimented in Italy and the

Flanders in the fourteenth century. At first, the merchant supplied the raw

materials and commissioned the craftsman to transform them into finished

products, while the work continued to be done in independent workshops. In
the succeeding phase, the ownership of the tools of production, and often the

workshops themselves, passed to the merchant, who was then able to employ

workers himself. Workers no longer sold the finished product to the mer-

chant but instead sold their own working capacity. The textile industry was

one of the first sectors in which this new method of production took place.

Thus occurred the slow formation of a modern working class on a nation

scale, a social class whose members are deprived of control over the produc-

tion process and for whom the sale of their own working capacity represents
the only way of making a living. In the countryside this process was favoured

by the diffusion of the putting-out system, the enclosuremovement (especially

in England), and the increase in the population. Furthermore, the increase in

prices in the towns drastically impoverished those categories of semi-skilled

craft workers whomade up the lowest strata of the old guilds, andwho earned,

at least in part, incomes which were fixed by tradition. Such incomes were

heavily cut by inflation. This social group merged with the farmers expelled

from the countryside and the poor craftsmen whose goods were no longer
competitive because of lack of commercial outlets.

Another important change that occurred in these three centuries, starting

after the Westphalia peace, was the affirmation of the modern nation states.

The transformation ended in the dissolution of the Holy Roman Empire,

thus giving life to various national unification processes which were com-

pleted towards the end of the fifteenth century, at least in England, France,

and Spain. In the following three centuries, European wars were wars among
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nation-states, where the reason of the state prevailed over every other, even

when, as with religious wars, the ideological element was very strong.

1.1.4. The Scientific Revolution and the birth of political economy

With humanism and the Renaissance, man had been placed at the centre of

the universe and philosophy had emancipated from Aristotle and Thomism.

And while politics, with Machiavelli, had ceased to be a branch of moral

philosophy and became a science, with the Protestant Reformation the faith
itself, or the spiritual base of the free act, had emancipated from tradition

and authority. To say it with Nietzsche—the Reformation made each

individual a priest of himself, which is a form of libertinage. Machiavelli’s

The Prince was written in 1513; Luther began preaching against the sale of

indulgences in 1517.

The Renaissance also witnessed the beginning of that great process of

intellectual emancipation known as the Scientific Revolution. In the six-

teenth and seventeenth centuries there was a second wave in the expansion of
European universities. The first wave had taken place in the late Middle Ages

under the protection of the Church. Later, in the fourteenth and fifteenth

centuries, the university system collapsed, mainly because of the attempt by

the freer and more creative intellectuals to escape from the spiritual control

of the Church and to look for employment in the royal courts and in the lay

academies. During the revival of the universities in the sixteenth and

seventeenth centuries, the State tended to take the place of the Church in the

control of intellectual activity. In this period, the traditionally higher-ranked
faculties of theology, law, and medicine, where the spiritual control fed by

the wars of religion was still important, lost prestige and importance. At the

same time the faculties of philosophy, relegated to an ancillary role in the

Middle Ages, acquired increasing prominence.

Modern philosophy was born in the new universities, and with it science.

And it was not by chance that the greatest philosophers of the period were

also great scientists, or at least showed great interest in scientific research.

The Scientific Revolution began with Copernicus in the first half of
the sixteenth century, continued with Keplero, Galileo, Bacon, Leibnitz,

Descartes, and was completed by Newton in the eighteenth century.

It was in this climate of cultural revolution that the basis of modern

economic thought was laid down. While the natural sciences were freeing

themselves from belief in various forms of magic, economics wished to

emancipate itself from ethics and political philosophy. The process had been

under way for some time when Antoyne de Montchrétien announced the

programme in the title of his main work, Traité de l’ oeconomie politique

(1615), in which he sustained that economics, the ‘science of acquisition’, was

an important part of politics, and that it should concern itself, not only with

the household, but also with the State. The birth of economic science passed
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through two emancipation processes. The first led to the abandonment of the

Aristotelian and Thomistic idea that economics should deal exclusively with

the behaviour of individual economic agents and households, while the other

resulted in the abandonment of scholastic metaphysics and gnosiology. We

will consider them separately.
In classical Greek thought, economics was considered as the art of family

management. It is true that, as early as in the first century bc, the term

politikè oikonomı̀a was already used by some Epicurean philosophers in the

modern sense. However, owing to the influence of Aristotle on scholastic

thought, the Latin word oeconomia passed to medieval philosophy with its

micro-economic meaning. For Thomas Aquinas, this discipline dealt with

the ‘government of the house’. It should be focused on the private sphere of

human action. In this role it was subordinate to ethics and political philo-
sophy, the philosophical disciplines which study the public activities of man.

Politics was concerned with the behaviour of collective agents such as social

classes, the State, and its organs, whereas economics should study the

behaviour of the individual social agents, the families. The aim of the ‘sci-

ence’ of political philosophy was the study of the political society. In relation

to this, families represent something which was considered inessential.

On the other hand, political philosophy and ethics produced knowledge,

whereas economics only had practical ends. For Aristotle, as for his fol-
lowers in the late Middle Ages, especially Aquinas, ‘science’, that is to say,

speculative knowledge, consisted of the application of a rational deductive

procedure to an object of study, on the basis of which propositions could be

formulated and conclusions reached that would be both universal and

necessary. The universality of political propositions was derived from the

fact that God’s will was manifested in the popular consent given to the

legislative power of the governors; while the universality of ethical pro-

positions derived from the fact that the ends of human action coincided with
the ends which God had modelled for all creatures. The economic activities

of a household could not be studied in this way. All the actions of the single

social cells would come under either ethics or politics, and those which could

not thus be classified were not worth ‘scientific’ study. In other words,

economics was not a ‘science’ because it was neither ethics nor politics.

Indeed, Schumpeter is right when, in his History, he observes that Aquinas

was not interested in economic questions in themselves, and that ‘it is only

where economic phenomena raise questions of moral theology that he tou-
ched upon them at all’ (p. 90). He is also correct when he observes that, in

scholasticism, economics as a whole was never treated as a subject in itself.

Aquinas considered individual commercial action as despicable. What uni-

versal propositions could be formulated on it? How could a ‘science’ deal

with it?

Now, pretending to be public, civil, national, or political economy, the new

discipline defined itself as a science precisely because it had located its own
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subject of study within the sphere of public activity. With this it affirmed,

among other things, its own autonomy from the new political science, which

was developing at the same time. They were two independent disciplines

which studied different aspects of collective action: one was concerned with

the accumulation and management of wealth, the other with the accumu-
lation and management of power. Both studied the behaviour of collective

agents: still the State and its organs, but now subordinately to another social

subject, the nation. From the latter the State tended to receive legitimacy,

especially as the legitimacy of the Papacy or the Empire had been strongly

weakened. Public welfare was becoming one of the legitimating factors by

which a new sphere of State activity was to be defined. Political economy was

born, together with theories of economic policy, in order to give sense and

efficacy to this activity.
In order to outline the second aspect of the process of emancipation of

economics from Thomism, it is important to note that the birth of political

economy occurred at the same time as the concept of science underwent a

secularization process. Only when human action is no longer motivated by

spiritual ends does it make sense to study it without aspiring to reach uni-

versal propositions. And it is precisely when public choices are no longer

legitimated by God, but only by the ends of men and the nation, that it is

possible to study them scientifically.
This secularization process, as far as political economy is concerned, was

completed in the seventeenth century, when the new science was fertilized by

natural-law philosophy, English empiricism, and Cartesian rationalism. But

it had begun much earlier, at the time of the philosophical debates about

‘universals’. The ‘universals’ are the essential properties of things. According

to Aquinas, before existing in the mind of man, who is able to understand

them by means of abstraction, universals exist in the mind of God. They also

reside in things themselves, behind and at the roots of their empirical reality.
It is for this reason that speculation leads to ‘science’: the human mind, with

its speculative ability, operates on an ontological structure of the world to

which it corresponds.

A different theory of knowledge was put forward by the nominalist

philosophers, who denied the real existence of the universals. These, from the

nominalist point of view, were purely conventional signs: the names of things

and not their real essence. The principal supporters of this conception were

Roger Bacon and William Ockham, to whom we owe the distant origin of
modern scientific thought. The nominalist philosophers looked for know-

ledge in the study of the individual and empirical aspects of the things, rather

than in their universal essences.

Karl Pribram has pointed out that it was some of the nominalist thinkers,

above all students and followers of Ockham, who, in the late fourteenth and

early fifteenth centuries, made the first attempts at scientific reasoning in

economics. JeanBuridan,who tried to explain the values of goods, not aswhat
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they should be, but as what they really are; and not as substance but as

relational phenomena, expressions of human needs. Nicholas Oresme, who

distanced himself from Thomism by attributing a real rather than a con-

ventional value to money, a value linked to that of the precious metals from

which money was made. Oresme was also one of the first scholars to have a
clear idea of ‘Gresham’s Law’, which we will consider in the next section. Still

another one was the already mentioned Antonio Pierozzi, who tried to turn

the doctrine of communis aestimatio to serve a subjectivist theory of value.

1.2. Mercantilism

1.2.1. Bullionism

We should immediately point out that a school of thought that defined itself

as ‘mercantilist’ has never existed—even as a current of opinion aware of its

own theoretical homogeneity. However, there is no doubt that Adam Smith

was to a degree correct in placing in the category of ‘trade or mercantile

system’ the group of economic ideas that dominated European political and
commercial circles in the sixteenth and seventeenth centuries and most of the

eighteenth. A common theoretical core did exist, and this not only permitted

debates and dialogues but also gave a certain homogeneity to the various

national economic policies. What is difficult is to identify a ‘system’ in those

ideas. It would be at least necessary to admit some important differences

connected with national characteristics, and also to admit a minimum of

historical evolution. We have insufficient space here to consider the national

differences, except for a few points which will be mentioned when necessary;
however, historical evolution cannot be ignored.

For simplicity’s sake, we will follow Cannan’s suggestion and distinguish

bullionism from mercantilism in its strict sense, even though we are well

aware that this classification is a little forced.

Bullionism had dominated the opinions circulating in the European courts

up to the end of the sixteenth century. It was characterized by the conviction

that money, or gold, was the wealth. Now, there is obviously no doubt that

money is wealth. The mistake, according to Smith, was the belief that it was
the only form of wealth. However, it is doubtful that there have ever been

economists who really thought in this way. Rather, there was a widespread

opinion that treasure was the only type of wealth worth accumulating—an

opinion which had more than a grain of truth from the point of view of the

State, in an era in which wars were won with gold. This idea also accorded

well with the merchant’s point of view, for whom money was capital and,

actually, the only type of capital capable of increasing in value. In fact, it was

clear to almost every economist of the period that money was a means of
increasing wealth and power. What many of the bullionists did not admit
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was the idea that that means should be used to increase the welfare of

people, the wealth of nations, as Smith claimed. But why should the State

and the merchants have had to pursue such an objective? In fact, the

first bullionist economists, when they were not merchants, were adminis-

trators of the sovereign’s private finances rather than civil servants; in other
words, they were still concerned with a household economy. This was

certainly true of the German cameralists, who worked at the Kammer, or

treasury, of the sovereign; and the same was true for many of the Spanish

bullionists. They had good reasons, therefore, to work towards rulers’

private goals.

The real mistake made by these economists, however, and the one

which distinguishes them from the mercantilists of the following century, was

in the methods they suggested for achieving these objectives. A wide circu-
lation of money within the national borders was considered to guarantee an

extensive tax base; therefore, the outflow of precious metals had to be

prevented. The simplest way to do this was to prohibit the export of gold and

silver, a method that was applied rigorously, sometimes even ferociously, in

many countries. Another measure often adopted was that of raising

the purchasing power of the foreign currencies by law within the national

territory, so as to induce an inflow of money from abroad. Besides this,

there were also attempts to force national companies to pay for imports
with goods instead of money. Finally, a measure that was used above all in

Spain was that of the ‘balance of contracts’: buying from each foreign

country an amount of goods which did not exceed the amount exported to

that country.

Another bullionist ‘mistake’ was the tendency to seek the causes of a

systematic outflow of precious metals solely in monetary factors, namely, in

the deviations of exchange rates from the parity determined by the metallic

content. Such deviations were attributed to illegal behaviour, forgery, and
manipulations by bankers and merchants. But the Crown also, often and

willingly, resorted to illegal monetary techniques, such as ‘clipping’, i.e.

reducing the metallic content of the currency in relation to face values, or

‘raising’, i.e. increasing, by means of a proclamation, the official value of the

currency in relation to its metallic content. There were many learned

investigations in this field, some of which led to the formulation of an

important economic law, ‘Gresham’s Law’, according to which bad money

drives out good. If, in a country, two types of currency circulate which have
the same nominal value but different intrinsic values (because one of the two

has a lower content of precious metal, because it is a forgery or worn), the

public will tend to use the bad money for internal payments. The good will

be hoarded, melted down, or used for international payments, and will

therefore disappear from circulation.

In regard to the naming of this law, it is worth pointing out that in 1857 its

discovery was attributed to Thomas Gresham by Henry McLeod, who later
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changed his mind and called it the ‘Oresme–Copernicus–Gresham Law’.

Gresham provided a precise formulation of the law in a letter to Queen

Elizabeth I. Today it is known that the first formulation goes back to

1519 and is owed to Nicholas Copernicus, even if some hints of it can be

found in Nicolas Oresme.

1.2.2. Mercantilist commercial theories and policies

Bullionist doctrines were still professed in the seventeenth century. For
example, Gerald de Malynes sought the basic causes of a disequilibrium in

the balance of trade in the alterations in the exchange rate. The most

interesting part of Malynes’s arguments, however, is not bullionist, and can

be summarized in the following way. An exchange rate which is higher than

the metal parity leads to an outflow of precious metals which diminishes the

amount of money in circulation in the country under consideration. This

reduces prices and worsens the terms of trade. Consequently, the trade deficit

increases. There are two interesting aspects to this way of thinking: the use
(albeit in an approximate way) of the quantity theory of money, and

the implicit hypothesis of a low price elasticity of imports and/or exports. We

will consider this later. Less interesting is the solution proposed: the inter-

vention of the ‘royal exchanger’ against illegal practices and monetary

manipulations, which had, according to Malynes, the sole responsibility for

the fluctuations of the rate of exchange.

Counter-arguments were advanced by two learned merchant adventurers

who disdained neither science nor politics: Edward Misselden and Thomas
Mun. Misselden overturned the theories of Malynes: it is the surplus or the

deficit on the balance of trade which makes the rate of exchange vary, and

not the other way round. Rather than worry about the exchange rate, the

State should encourage exports and discourage imports. This is the gist of

the mercantilist doctrine, a doctrine which was expressed perhaps more

systematically by Mun than by any other contemporary economist. While

Malynes placed great emphasis on the particular trade balances of one

country with each other country, taken singly, Mun showed that what really
mattered was the overall balance of trade. The inflow and outflow of gold

depends on the general balance of trade, and the State should pay direct

attention to this. Thus it was permissible to maintain a commercial deficit

with some countries, such as those from which raw materials were imported,

if this was conducive to the increase of the national production of industrial

goods. Many of these goods could be sold abroad at high prices, because of

the monopolistic advantages associated with the superior technology

required to produce them.
From the point of view of the birth of political economy, the identification

of the interests of one particular social class, the merchant class, with those
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of the collectivity, was extremely important. In this way, economics ceased to

be ‘domestic economy’ and became ‘political’. The profits of that class,

profits upon alienation, were obtained from an excess of the value of sales

over purchases. This gap gave rise to the accumulation of money. The entire

nation was considered as a great commercial company. Its net inflow of gold
corresponded to the excess of its foreign sales over and above its foreign

purchases. And, as with the merchant, the nation would also have to avoid

keeping its stock of money idle. It had to reinvest it in the form of stock, in

order to buy (import) the goods necessary to produce new goods; with these

it would be able to increase sales (exports) and profits (trade surplus).

Although production, and therefore the transformation of the imported raw

materials, played an important role in this way of thinking, it was still only

the excess of sales over purchases which was seen as the source of profits, for
the collectivity as well as for the individual.

The theory of economic policy that sprang from this doctrine was

simple. Commercial policy had to be protectionist. Export duties had to be

abolished and import duties raised. Moreover, exports should be encouraged

by incentives and imports hindered as far as possible and even forbidden in

certain cases. These principles were rigidly followed by the French customs

tariffs instituted by Colbert in 1644. England moved in this direction espe-

cially towards the end of the seventeenth century. However, certain very
important exceptions were made: the import of raw materials, which were

considered useful to the national industries, was not to be obstructed, while

the export of important raw materials such as wool should be forbidden.

Mercantilist commercial policy also favoured national shipping; and many

measures were taken aimed at reinforcing the merchant navy. The 1651

English Navigation Act, for example, prohibited the importation of goods

on non-British ships. This cultural attitude also influenced colonial expan-

sion policy, in relation especially to the demand for the mother country’s
products and for the supply of low-cost raw materials that were expected

to come from the colonies. Finally, it is important to mention the policy of

conceding privileges and monopoly rights to the great national commercial

companies. The British East India Company was founded in 1600, and the

Dutch in 1602.

The mercantilist industrial policy aimed at encouraging productive

activity within the national territories by the concession of monopolistic

privileges, State subsidies, and tax exemptions to national enterprises, as well
as by the importation of advanced technology, the acquisition of manu-

facturing secrets, and the encouragement of the immigration of skilled

workers. The industrial policy even included the creation of State factories.

In this field French mercantilism again excelled: Colbert brought industrial

policy to obsessive levels, to the point of administrative prescription of

measures relating to production and quality control.
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1.2.3. Demographic theories and policies

Mercantilist theories and policies were also worked out in regard to demo-

graphy. The problem was how to ensure an abundant labour supply to
satisfy the expansion needs of the emerging industries; the policy aimed at

increasing the population (we are still a long way from the Malthusian

obsessions of the nineteenth century). This policy was put into practice with

particular effectiveness in Germany, with the abolition of pre-existing pro-

hibitions on some types of marriage and the awarding of prizes for large

families.

It is possible to speak of a mercantilist psychosis in regard to population

scarcity. Even in countries like Italy, in which there was no real scarcity of
population, the demographic mania spread—so much so that the first hints

of the ‘population principle’, later to be called ‘Malthusian’, did not cause a

great deal of concern. For example, Giovanni Botero outlined the tendency

of the ‘generative power’ of mankind to grow more rapidly than the

‘nutritive power’ of the nations, but concluded that this was just one more

reason to develop production; in the worst case, emigration could be used as

an escape valve.

This obsession with demographic growth can be explained only partially
by the continual and thirsty demand for soldiers in a period of permanent

warfare. There was also an economic motivation which had a certain the-

oretical importance. The mercantilists had a rather peculiar wage theory,

according to which maximum labour supply occurs at subsistence wage-

level. If wages increase above this level, the supply will diminish rather than

increase. The most ingenious justification of this theory was given in terms of

‘morals’: workers were considered to be depraved people, attracted by vice

and excesses in eating and drinking: if they were paid more than subsistence
wages, this would encourage depravity and laziness and thus reduce the

labour supply.

A less ideological explanation of the phenomenon should be based on an

understanding of the working conditions in the emerging industries and the

difference in living conditions between the countryside and the town. The

first point can be simply dealt with. Only a problem of physical survival

would induce the workers to accept working 13–14 hours per day. In these

conditions it was understandable that an increase in the daily wage could
cause an increase in the demand for leisure, and perhaps for alcohol. What

could be a worse crime against Christian morality? This is the first cause of

the strange shape of the labour-supply curve which the mercantilist eco-

nomists had in mind. The second cause was that the rural–urban migration

was of a ‘push’ type (caused, for example, by the enclosures) rather than

‘pull’ (due to the attraction of the towns), for the living conditions in the

towns were worse than in the countryside. Therefore, a slight increase in

industrial wages would not encourage any significant increase in the
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industrial-labour supply. This second factor could account for the low

elasticity in the labour supply. But the supply curve would even become

negatively sloped owing to the former factor.

The theory can be illustrated by making use of a supply curve such as
SS in Fig. 1. wr is the real wage, �wwr the subsistence wage, N the quantity

of labour, and �NN the full employment level. The labour supply curve is

infinitely elastic at the subsistence wage-level: at that wage, all the available

labour power will offer itself in order to guarantee survival. A lower wage is

not possible, simply because it would not ensure survival. Once full

employment has been reached, each increase in wages would allow the

workers to take some time off, and the supply curve would become negat-

ively sloped.
Let us begin from point P, a full-employment situation at the subsistence

wage-level and with a demand curve such as DD. An increase of accumu-

lation would cause the demand curve to move to D0D0. The wages would

increase to w0
r and the labour supply would be reduced to N0. In conclusion,

if the enrichment of the nation is not to be slowed down by the depravity of

the workers, it is necessary to ensure that the population grows at least as fast

as the stock (of capital). If the supply curve shifts to SS0, employment rises to
�NN 0, and the wages return to �wwr; the new equilibrium point will be Q.
The problem of the labour market, in the period of primitive capital

accumulation, was not so much that of high wages, as the manufactured

products were mostly sold in imperfectly competitive markets, and therefore

at remunerative prices, but rather that of a labour supply that had difficulty

in keeping pace with the expansion of industry and trade. For example,

Josiah Child was extremely worried about the demographical problem,

as were all the mercantilists, but he was not so concerned about the problem
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of wages. Although he was not against a low-wage policy, Child also

maintained that high wages were not generally a bad thing; or, rather, that

they should be seen as a consequence of the high level of wealth of a country,

while low wages would be indicative of poverty.

1.2.4. Monetary theories and policies

Let us now consider monetary theory. The mercantilists made the first for-

mulations of the quantity theory of money. The price revolution which
occurred in Europe after the discovery of America, and which caused a

century-long inflationary process, could not pass unnoticed. The relation-

ship between the increase in prices and the increase in the amount of gold in

circulation had already been noticed by the early Spanish mercantilists. The

first hints at this relationship were made by some students of the Salamanca

School, to whom we will return in section 1.2.6.

A cognisant formulation of the quantity theory was proposed by Jean

Bodin. It was stimulated by a thesis of Jehan Cherruyt de Malestroict, who
had asserted that the increase in prices which had occurred in France was

only apparent. Prices, according to him, had increased in terms of the

monetary unit, because of ‘clipping’; but, as the precious-metal content of

the coinage had diminished, prices had not increased at all in terms of gold.

Bodin pointed out that this argument only partially explained the infla-

tionary process: prices had increased in terms both of the monetary unit and

of precious metal, and the latter factor was more important. He demon-

strated, with the aid of quantitative data, that the main cause of the increase
in prices was to be found in the increase in the amount of gold in circulation.

After Bodin the quantity theory was adopted by many other mercantilists.

There are clear expressions of it in John Hales, Bernardo Davanzati, and

Antonio Serra.

However, from the middle of the seventeenth century there was an

important theoretical change. The quantity theory was still widely accepted

by the mercantilists; yet it was no longer interpreted as an explanation of

price levels, but rather as a theory of the level of transactions. This belief
became so common that the few economists who did not accept it and

remained faithful to the old quantity theory were considered almost as

revolutionaries. We will treat this point in the next section, when we outline

the theories of some of the forerunners of classical economics.

This change in point of view was probably connected to the end, between

1620 and 1640, of the century-long inflationary process that had begun with

the discovery of America. The trend of increasing prices, which had started

at the beginning of the sixteenth century, levelled out in the seventeenth and
remained so until after the middle of the eighteenth. The second half of the

seventeenth and the first half of the eighteenth century also represented a

period of depression. The flow of gold and silver from the Americas was
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drastically reduced, and the struggle among the European countries to

obtain precious metals almost became a ‘zero sum’ game.

Economists and merchants were no longer worried about inflation but

about the lack of the availability of money to finance trade. A widespread

idea was that ‘money stimulates trade’. The increase in the inflow of precious
metals caused by a surplus in the balance of trade, in a period in which it was

only possible to increase internal monetary circulation by a reduction in

external spending, was seen above all as the necessary condition for an

increase in production and, therefore, in wealth—to the extent that protec-

tionist policies were often linked to the advice, specifically directed to the

sovereign, not to hoard money: to increase the State treasury would do

nothing but take money out of circulation.

Two mechanisms were indicated by means of which the increase in the
money supply would have stimulated the levels of activity. The first is a

direct mechanism, consisting of the rise in incomes and consumption caused

by the increase in the money supply. This argument was supported, for

example, by Jacob Vanderlint and by John Law. The latter clearly identified

the hypothesis on which that argument was based, which was that prices do

not vary in a substantial way with variations in demand (although Law

limited the validity of this hypothesis to non-durable goods). In other words,

the supply curve was assumed to be almost horizontal. With this, inflation,
if it exists, is creeping, while its effects are in any case positive, because the

increase in profits encourages further production and capital accumulation.

The other mechanism was indirect, and consisted of the reduction of the

interest rate caused by the increase in the quantity of money. Some mer-

cantilists had (as Keynes has pointed out) a monetary theory of production

and interest: money is used to stimulate production and trade; interest is the

price that is paid to obtain this use. It is also worth noting that the old term

for ‘interest’ is ‘use’, a term which John Locke, at that time, still adopted as a
synonym for ‘interest’. This price depends on the supply and demand of

money. Thus ‘the abundance of money reduces usury’, argued Malynes.

Misselden, his main critic, did not disagree with him on this point when he

suggested that ‘the remedy for usury may be the abundance of money’.

Cantillon observed, in his Essai sur la nature du commerce en général, that ‘it

is a common idea, received of all those who have written on Trade, that the

increased quantity of currency in a State brings down the price of interest,

because when Money is plentiful it is more easy to find some to borrow’
(p. 213).

Thus, an increase in the quantity of money, ceteris paribus, allows for a

reduction in the price of credit and therefore in the cost of financing

investments, in this way encouraging economic expansion.

The level of interest was, understandably, another of the mercantilists’

obsessions, due to their strong identification with the merchant’s point of

view. Any policy aimed at reducing the level of interest was positively
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evaluated, while any theory able to justify this was considered useful—so

much so that many mercantilists, while adopting monetary theories of

interest, did not hesitate to accept points of view from scholastic thought in

order to justify measures against usury and to request state intervention

aimed at lowering the rate of interest by law. Keynes found value in this
mixture of theories. If value there is, it is perhaps to be found in the fact that

such theories form the embryo of a monetary–institutional theory which

was to be elaborated by Marx and to which the theory of Keynes himself can

be traced back. If interest depends on monetary forces, its long-term trend is

not an equilibrium value determined by real variables but simply an average

of short-term values, an average which basically depends on institutional

factors.

1.2.5. Hume’s criticism

One of the principal criticisms of mercantilist thought was put forward by

David Hume in the Political Discourses (1752). Hume’s idea was that an
increase in the circulation of money in a country with a trade surplus would

increase prices (while it would reduce them in countries with a deficit). The

consequent loss of competitiveness would rebalance, sooner or later, the

balance of payments and halt the outflow of gold. Therefore, mercantilist

commercial policies would have been, in the best of cases, short-lived. In the

long run they would have been useless. From the theoretical point of view,

they seemed to ignore the quantity theory of money.

The adjustment mechanism of the balance of payments theorized by
Hume, and known as the price–specie-flow mechanism, was also described

with a certain precision by Joseph Harris. Later, it was accepted by the

classical economists and even by Marx, not only as a criticism of mercant-

ilism but also as a description of a general economic law. All this is rather

strange, as the mercantilists were aware of the problem raised by Hume.

Cantillon, for example, had clearly defined the problem thirty years before,

even if, and significantly, he had limited the loss of competitiveness caused

by internal inflation to the industrial sector. Moreover, he had pointed out
that the increase in the imports of consumer goods directly caused by an

increase in monetary incomes could also contribute to reduce a trade surplus.

Mercantilist thought, however, contained all the elements necessary to

rebut Hume’s criticism; they had been clearly formulated even by Cantillon

himself. First, the mercantilist economists were aware of the relationship that

links the quantity of money to the value of transactions. As we have men-

tioned above, in most cases, especially in the seventeenth and eighteenth

centuries, they interpreted it, not as a theory of the level of prices, but rather
as a theory of the level of output. Second—and this is the argument put

forward by Cantillon but already present in the work of Malynes and many

other mercantilist writers—even if an increase in the quantity of money in
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a country with a trade surplus causes, at least partially, an increase in the

level of prices, this could cause, owing to an improvement in the terms of

trade, a further increase in the trade surplus rather than a rebalancing effect.

The implicit hypothesis in this way of thinking is that of a low price elasticity

of imports and exports. Under such conditions, an increase in internal prices
with respect to international prices would cause an increase in the value of

exports rather than causing changes in the quantities of imports and exports.

Thus, an improvement in the terms of trade would reflect positively on the

balance of payments.

Therefore, the mercantilist theories were robust from the logical point of

view, although the realism of the hypotheses on which they were based

should be verified. Obviously, this is not the right place to undertake such an

analysis. However, there is reason to believe that behind the theoretical jump
made by Hume there was a real historical change. Probably, in the pre-

industrial period the elasticity of exports was not very high, given the marked

productive specialization of the various countries. In particular, the elasticity

of imports of the imperialist countries must have been low, as imports mainly

consisted of food supplies, raw materials, and luxury goods, which were not

produced internally. However, it is probable that, as manufacturing pro-

duction developed in the main capitalist countries, a certain amount of price

competition gathered steam, at least for that type of production; and this
could have increased the elasticity of exports and imports. It is significant

that Cantillon, in 1730, limited the effects of the monetary price–specie-flow

mechanism to manufacturing production. Perhaps at the time of Hume and,

later, of Smith, this effect had become dominant.

1.2.6. Theories of value

The mercantilists also had, to a certain degree, a common point of view on

the subject of value, at least in the sense that almost all the authors concerned

with this problem in the sixteenth and the first half of the seventeenth century

looked for the solution in the same direction: namely, towards utility. It was

only at the end of the seventeenth century that some scholars with partially
mercantilist backgrounds, such as Petty and Locke, decidedly distanced

themselves from the dominant view on value and looked for the solution of

the problem in the costs of production. We will say more about this later.

It is not surprising that the mercantilists looked mainly to exchange as the

real source of wealth and profit. In fact, the merchant earns profits, not

because he controls the productive process (a control which, at least in the

first phase of industrial development, was still in the hands of the craftsman),

but rather because of the power he manages to exercise on the market. The
merchant’s profit originates from the difference between the selling and

buying prices of goods. He believes, therefore, that it originates from the

trading process. Thus, a knowledge of the determinants of market prices is
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crucial in order to understand the origin and the growth of profits. Attention

must be mainly focused on the forces that determine the demand for the

goods, and demand is easily linked to utility.

In 1588 Bernardo Davanzati made an interesting attempt to construct a

utility theory of value. He had been impressed by a passage from the Natural

History by Plinius in which a story is told of a mouse sold at a very high price

during the siege of a city. Davanzati explained the phenomenon by arguing

that the value of goods depends on their utility and rarity. It is not absolute

utility that counts, but rather utility in regard to the quantity available. The

effect of greater scarcity would be to increase the use value of the goods and

therefore the price at which they can be sold. This theory was taken up again

in 1680 by Geminiano Montanari, a disciple of Galileo who had been influ-

enced by the solution Galileo himself had given to the paradox of water and
diamonds. Montanari argued that ‘it is the desires of men which measure the

value of things’, so that the prices of goods will vary, ultimately, according to

changes in tastes. Desires must be related to the rarity of the objects desired.

With the same amount of money, or—as we would say—given demand, the

greater the scarcity of the objects the higher they will be valued. Besides this,

Montanari alsomade an interesting attempt to establish, bymaking use of the

principle of communicating jars, the ‘law of the levelling of price’ of a good in

different markets, a law which was later to be called Jevons’s Law.
A few years later,Nicholas Barbon summarizedmercantilist thought on the

subject of value in the followingway. First, the natural value of goods is simply

represented by their market price. Second, the forces of supply and demand

determine the price. Finally, the use value is themain factor onwhich the price

depends. The conditions of supply play a role only in the sense that, given the

demand, the price tends to rise when the supply is insufficient and vice versa.

It is understandable that, in this period, the great trading companies tried

to obtain State help to ensure themselves monopoly positions. Competition
among merchants reduced their market power or, in other words, their

ability to control the conditions of demand (on the purchase markets) or

supply (on the sales markets). Less understandable may seem the inclination

of the governments to concede such privileges, or even the tendency, espe-

cially strong in France under Colbert, to bring the highest possible number

of economic activities under the monopolistic control of the State. However,

it is important to realize that it was precisely from the beginning of the

seventeenth century that the sovereigns of the great nations began to prefer
to take advice from merchants rather than from nobles. It was also the

century in which the merchants began to present the principles that under-

pinned their own private economic activity as the principles of ‘public

economics’. It was in this way that economic science began.

This is perhaps the right place to say something about the so-called

‘Salamanca school’, a group of theologians and jurists who revived the

Thomistic doctrine in economics to the point that Schumpeter was tempted
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to consider them the true founders of this science. We will recall at least the

names of the two who made the most interesting contributions to the theory

of value and money: Martin de Alzpilcueta Navarro and Luis de Molina.

These scholars cannot be likened to mercantilists, because they expressly

condemned many bullionist practices that were common in Spain in the
sixteenth century and also because they dealt with economic problems from a

moral point of view typical of medieval scholasticism. Nevertheless, com-

pared with the prevailing ideas of the times, their innovative attitude made

them appear quite modern.

Research into the subjects of value and money was stimulated by the price

revolution triggered in Spain by the influx of gold fromAmerica following the

discovery of the new continent; and particularly by the problems of ethics and

canon law raised by the enormous profits earned by arbitrage operations
between gold andmoney—profits that weremade possible by the depreciation

of the SpanishMaravedı̀. Various arguments were put forward in an attempt

to bend the Thomistic communis aestimatio doctrine to serve a subjectivist

theory of value. The theory that traced the causes of value to cost conditions

was rejected and replaced by one that attributed them to utility, while the

‘paradox of value’ was tackled with the idea that utility should be gauged by

taking scarcity of the commodity into account. In this perspective, a ‘just

price’, is determined by communis aestimatio fori; in other words, by a com-
mon assessment of themarket, and coincides with pretium currens, the current

price.Moreover, it was generally believed that profits and losses deriving from

exchanges at market prices were premiums and penalties for the degree of

efficiency, a conviction that appeared to anticipate an evolutionist theory of

competition. It is worth noticing that this idea was accompanied by dis-

approbation of monopolistic practices and public policies of price fixing.

On the value of money, Molina anticipated the quantity theory, particu-

larly in his observation that it is the excess supply of goods that lowers their
prices, given the quantity of money and the number of merchants (an

adumbration of the velocity of circulation), while an excess supply of money

raises them. Moreover, Molina did not go along with the prevailing theory

on the intrinsic value of money, nor with the opinion that reduces the causes

of depreciation to clipping and other illegal practices. Instead, he opted for a

theory that attributed greater importance to the exchange value of ingots,

where fluctuations were put down to changes in supply and demand.

1.3. Some Forerunners of Classical Political Economy

1.3.1. The premisses of a theoretical revolution

As capitalist accumulation continued, some important changes rendered the

mercantilist theoretical position increasingly inadequate in respect to the

economic reality.
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First, notwithstanding the efforts of the great companies to preserve their

monopolistic positions, the diffusion of trade and competition tended to

reduce the price differentials among regions and nations, causing a reduction

in commercial profit margins. Second, the fall in profits led to an increase in

capitalist control over the production process. On the other hand, in many of
the old guilds, the master craftsmen had already begun to transform them-

selves from simple workers, who operated with the help of paid apprentices,

into organizers and controllers of the production process. In this way a

capitalist class was born which did not originate from commerce, and whose

interests were in conflict with those of the merchant manufacturers.

These changes were accompanied by a radical, even if at first gradual and

confused, rethinking of the traditional way of conceiving economic facts. On

the one hand, paternalistic State intervention in the economy began to be seen
with suspicion. On the other, the idea made ground that prices and profits

reflected the conditions of production rather than the forces of demand. In

particular, the idea that the origin of profit was to be found in the production

sphere began to spread. The new class of capitalist entrepreneurs needed to

free itself, not only from the old economic and administrative obstacles, but

also from traditional moral and ideological ties. The new philosophy of

individualism, together with developments in the Protestant ethic, contrib-

uted to solving the problem by liberating egoistical and acquisitive behaviour
from religious condemnation and created the premisses for a new type of

legitimation for economic activity. These are the bases on which the great

ideological edifice of classical liberalism was to be constructed.

Towards the end of the seventeenth century and the beginning of the

eighteenth, the idea that administrative restrictions on economic activity

created more disadvantages than advantages for the collectivity began to

spread among the economists. On the other hand, if it were true (as it was

beginning to be asserted without shame), that self-interest and acquisitive
behaviour produced wealth for the collectivity as well as for individuals, then

the State would have to reduce its own sphere of action to the recognition

and the protection of property rights, and the connected function of

enforcing contractual agreements.

For the history of economic thought, the dates that delimit this period could

be fixed at 1690, the year in which Petty published Political arithmetik, and

1755, the years of publication of Cantillon’s Essai. In this period a certain

number of economists, even if still under the influence of mercantilism, began
to distance themselves from it in different respects and to lay the foundations

for that revolution in thought fromwhich, in the second half of the eighteenth

century, was to emerge classical political economy. The most important of

these forerunners wereWilliam Petty, John Locke, Dudley North, Bernard de

Mandeville, Pierre le Pesant de Boisguillebert, and Richard Cantillon. We

have not the space here to give an exhaustive account of their ideas; so we will

limit ourselves to mentioning only the most innovative of their arguments,
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especially those which seem to anticipate future theoretical developments,

while leaving out the components of their thought whichweremost influenced

by mercantilism. We will not consider, for example, their theories on the

subject of money, which, especially in Locke and Cantillon, consisted of a

resumption of the traditional quantity theory.

1.3.2. William Petty and ‘political arithmetick’

These economists were well aware of the methodological problems raised
by the attempt to make economic thought a real science; and they were

strongly influenced by the debate on method which had gripped seventeenth-

century philosophical thought.

In particular, Petty was influenced by Bacon’s thought and fascinated with

experimental science. Although he realized that scientific experimentation

was impossible in the social sciences, Petty aspired toward an empiricist base

for economics. He believed, for example, that pure speculative reasoning

must be avoided. The method suggested in Political arithmetick was to
appeal only to empirical facts. Qualitative arguments, based on ‘comparative

and superlative words’, must be replaced by more rigorous ones, relying on

‘number, weight and measure’. This is a method based on induction from

quantitative data. Here is the derivation of the name ‘political arithmetik’

that Petty intended to give to the new science—a science which, in the work

of Petty himself and his followers, often became confused with statistics,

national accounting, and demography. In economics, this methodological

position has never prevailed, except perhaps in statistical economic research,
which has always accompanied but never conditioned the evolution of

economic thought, and, more recently, in the foundation of econometrics, or

at least in a certain way of justifying it epistemologically.

The method which did prevail was that proposed by North in Discourse

upon Trade (1691). A method based, with explicit reference to Cartesian

philosophy, on deduction rather than induction. North believed that eco-

nomics should be founded on self-evident truths. Starting from indisputable

principles, it would be possible, simply by means of the rigorous use of logic,
to deduce conclusions that would be as clear and evident as the premisses.

North’s work is an early example of that habit, which has become almost a

vice for a great deal of contemporary economic theory, of only analysing

simple and well-defined problems so as to allow the scholar to find clear

‘truths’ without getting too mixed up in the facts.

Petty made an important innovation concerning the explanation of value.

On the one hand, he completely abandoned the subjective theory of value; on

the other, he introduced the concept of ‘natural value’. The prices of com-
modities would tend to adjust to the natural value by means of small

oscillations; yet the mechanism by which this convergence occurs was not

made clear. Besides this, there was an idea of the tendency of the rates of
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returns to level out among the various economic activities, but this was also

formulated in a rather unclear way. Petty was more lucid about the

determinants of natural value, which he considered to be the costs of pro-

duction. He maintained that these costs could be reduced to those of the

utilization of land and labour, but later he showed a preference for a cal-
culation of value based exclusively on embodied labour. In order to justify

this, he first tried to find a unit of measure which would permit him to

express the value of land in terms of labour. Later, however, he abandoned

this attempt, asserting that the contribution of the land was, in any case,

minimal in respect to labour, so that not a great deal would be lost by just

using labour as a measure. So here we have, right from the beginning, a

‘93 per cent’ labour theory of value, or rather 99 per cent, as Locke sug-

gested, even if the reasons for this were obviously different from those later
to be given by Ricardo.

The search for a unit of measure to translate the value of land into labour

is interesting, because in the process Petty managed to define the natural

price of labour. In fact, that unit of measurement consisted of the average

daily amount of food necessary to sustain a worker. The wage goods used in

this calculation must be those produced in the best conditions. Here we

have the embryo of the classical-Marxian theory of subsistence wages and

the theory of socially necessary labour. But Petty did not explain how and
why wages tended to adjust to the subsistence level. Instead, he gave only the

usual mercantilist justification of why wages must be fixed at this level:

because the labour supply would vary inversely to its price, if its price were

above the subsistence level.

Petty also anticipated the classical economists on three other important

questions. First, he was perceptive both in regard to the importance of the role

played by the division of labour in the capital accumulation process and in

regard to the relationship existing between the division of labour and market
size. Second, he sketched out an idea of surplus. This was calculated by

subtracting from the value of the product obtained from a given piece of land

both the yield which would have been obtained from it without the applica-

tion of labour and the wages paid to the employed workers. The surplus

defined in this way was interpreted as a product of labour, as it was obtained

only by the application of human energy. However, it turned out to be rent!

Another anticipation of the classical theories concerned rent itself, the

formation of which was explained in terms of differential returns. The origin
of these, however, was to be found in the different distance of the pieces of

land from the market, rather than in the various levels of fertility of the soil.

Finally, it is necessary to mention Petty’s important contributions on the

subject of public finance, where he anticipated several of the arguments of

the later classical and free-trade theories. For example, A Treatise of Taxes

and Contributions (1662) contains more than an embryo of the theory of

some canons of taxation: clarity and certainty, economy in collection, ease in
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payment, and proportionality. Petty justified the last criterion by the

necessity of avoiding the use of taxation to modify the distribution of

income.

John Graunt, Charles D’Avenant, William Fleetwood, and Gregory King

were all followers of Petty. They almost formed a school of thought and also
contributed to the acceptance, at least in England, of Petty’s use of quant-

itative methods. Their applied research was extremely interesting, and at

least one important result is worth mentioning here: ‘King’s Law’, according

to which the percentage changes in the price of corn are a decreasing function

of the percentage changes in the size of the harvests. This empirical law hints

at the concept of price elasticity of demand.

1.3.3. Locke, North, and Mandeville

Two other scholars, John Locke and Dudley North, without being Petty’s

direct followers, were certainly influenced by him. One of the most important

of Locke’s contributions in the field of economics was his attempt to justify
private property by making use of the labour theory of value. It is important

because it contains, in a nutshell, all the ideological overload that the labour

theory of value had to endure in its subsequent evolution. Locke’s basic

idea was that individual liberty implied the right to control one’s own labour.

This would lead to the right to own the product of one’s own labour;

moreover, as land becomes productive and acquires value only with the

application of labour, the private ownership of land would also be justified.

It is a justification of private property derived from natural-law philosophy.
The right to control one’s own labour was considered a natural right,

independent of the institutional structure of the society. This also held true

for the ownership of land. As, in nature, men are basically equal or, rather,

their natural gifts of working ability are not fundamentally unevenly dis-

tributed, then neither the ownership of wealth, in general, nor that of land, in

particular, should be unequally distributed. Locke considered this to be true

in primitive societies and in general in economies in which land was not

scarce, but not, however, in the England of his times.
The reason for the inequality which really existed in modern economies

was to be found in the ability of money to preserve value. Money on the

one hand fuels the thirst for wealth and, on the other, allows an indefinite

accumulation of wealth. Therefore it would lead to an unequal distribution

of land if this is scarce. But money derives its value from social conventions,

and is capable of preserving value as long as people are willing to accept it as

a means of payment. Thus it is the society that legitimizes an economic

situation in which wealth is distributed unequally. Locke did not believe that
an unequal distribution of wealth makes private property any less legitimate.

It was left to the socialists of the nineteenth century, especially those of the

English tradition, to bring to light all the political and social implications of
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this explosive mixture of value theory and natural-law philosophy. At the

end of the seventeenth century it served only to give a philosophical basis to

the formation of English liberalism, though not of free-trade doctrines.

Locke believed that the interests of the nation were different from the sum of

private interests, with all the consequences that this entailed for economic
policy; especially trade policy, on which his thought did not diverge greatly

from the traditional mercantilist position.

The decisive step in the direction of free trade was made by North and

Mandeville. These two scholars had a disenchanted view of human nature.

‘The public is a beast’—North stated in his Discourse. Thus, he refused to

base politics and economics on any elevated moral philosophy. Instead, the

starting point, according to North, was the exorbitant appetites of indi-

viduals. Here is one of the first manifestations of methodological and
ontological individualism in economics. The ‘public’ is nothing more than

the sum of private citizens; and the science dealing with wealth and public

welfare must begin with the appetites which individuals try to satisfy.

Harmony of interests is derived solely from the fact that nobody is able to

look after the interests of an individual better than the individual himself, so

that if the individuals are left free, they will prosper. On the other hand, any

measure that interferes with the individual’s attempts to pursue private goals

hinders the achievements of the public interest. This idea had drastic con-
sequences for economic policy: if collective interest depends on private

interest and the individuals are the best judges of their own interests, then the

State should acknowledge this. The best policy is no policy, no laws to

regulate trade, none to regulate the interest rate, nor to control the money

supply.

There were also two interesting contributions to monetary theory. First,

North reaffirmed the theory already proposed by Petty and Locke,

according to which the ‘just’ level for the rate of interest is simply that to
which the forces of the supply and demand for money ‘naturally’ lead it. In

this way, all the ‘usury’ problems that had contaminated mercantilist theory

for so long were simply swept away. In regard to the rate of interest, the

monetary authorities had nothing to do but stand back and watch. Second,

there is a theory of the money supply which, again, takes some of the mer-

cantilist arguments to their extreme consequences; a theory according to

which the money supply can never be inadequate for the needs of trade. The

adjustment occurs through a process of hoarding (or melting down coins)
when the supply exceeds the demand and dis-hoarding (or reconverting the

bullion into coins) in the opposite case. North was also against sumptuary

laws which, according to him, only hindered the individual in the pursuit of

his own objectives and thus discouraged any private initiative.

Mandeville was of a similar opinion. In The Fable of the Bees, or Private

Vices, Public Benefits (1714), he not only insisted that the public welfare

is fostered by leaving the individual completely free to satisfy his own
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‘vices’—for example, by giving vent to economic greed—but also considered

some of the most acclaimed economic and social virtues, such as savings, as

socially less useful than their opposites. Ostentatious spending, for example,

created more jobs than parsimony—an argument for which Mandeville was

fairly esteemed by Keynes.

1.3.4. Boisguillebert and Cantillon

On the Continent, unlike in England, the reactions against mercantilism at
the end of the seventeenth and at the beginning of the eighteenth centuries

assumed the form of ‘agrarian protectionism’. Scholars such as Sébastien de

Vauban, Pierre le Pesant de Boisguillebert and Richard Cantillon endeav-

oured to demonstrate that the State should encourage agriculture rather than

protecting trade and industry. The argument they adopted was that the real

wealth of a nation was made up of consumer goods, not of accumulated

capital and gold, and that therefore it is the result of agricultural production

and not of trade, nor of the production of ‘artificial wealth’.
Boisguillebert maintained, in Dissertation sur la nature des richesses, de

l’argent, et des tributs (1712), that, if agricultural production was to be

promoted, farmers should be allowed to receive sufficient earnings, and this

meant that prices should conform to the ‘natural law’. So, the best way to

guarantee normal prices and earnings was to laisser faire la nature et la

liberté. These arguments led Boisguillebert to propose economic policy

measures similar to those which had already been put forward by Vauban,

and which amounted to a simplification of the tax system and a liberalization
at least of internal trade. In particular Boisguillebert put forward the view

that consumption, especially that of landowners, was the driving force of

economic growth, as it created the aggregate demand for the whole economy.

Therefore it was necessary to abolish the taxes which discourage consump-

tion, and to impose an income tax. We are already moving along the line of

thought which was to lead the physiocrats to propose the impôt unique. It is

also important to remember that Boisguillebert maintained that all incomes

originated, directly or indirectly, from agricultural production.
The laissez-faire argument made it necessary to demonstrate the natural

tendency of the economy towards equilibrium. Boisguillebert sketched out

such a demonstration in various parts of his works, anticipating both

Quesnay’s tableau économique and Say’s Law; and even though it was little

more than a set of intuitions, it was enough to initiate a French tradition in

the theory of equilibrium.

One common characteristic of the Continental economists during this

period was that, unlike most of their English colleagues, they felt no need to
offer an ethical justification of private property. The ability of individuals to

pursue their own interests, if they are allowed to do so, is a sufficient justi-

fication for laissez-faire, they maintained—to the extent that they had no
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hesitation in recognizing the tyrannical and violent origin of private

property. This was clear in the work of Boisguillebert.

The same argument was also put forward by Cantillon. Of Irish origin,

Cantillon worked for a long time as a banker in France and often travelled

between Paris and London. This placed him in a strategic position, enabling
him to absorb the best of contemporary English and French economic

thought. Cantillon took up Petty’s theory of value, which he reformulated by

trying to base it on the reduction of the cost of production to the inputs of

labour and land. He was clearer than Petty in regard to the distinction

between ‘intrinsic value’, which depends on production conditions, and

‘market price’, which depends on the forces of supply and demand. His

explanation of the adjustment of the latter to the former was extremely clear

and modern: an explanation based on the hypothesis that the market price is
fixed by the seller and dynamically modified on the basis of his estimate of

the demand.

Cantillon also inherited from Petty the useless search for ‘parity’ between

land and labour, as well as the related theory of the subsistence wage as

determined by the production conditions of the wage goods. Cantillon also

sketched out an explanation for the convergence of real wages towards the

subsistence level which could well be defined as pre-Malthusian: the con-

vergence of the two types of wage would go hand in hand with the conver-
gence of the working population towards the demand for labour. Besides

this, Cantillon also offered an explanation of wage differentials which

anticipated Smith’s: they depend on the differences in the cost of training

workers, on the differences in risk in different types of job, and on the

different levels of loyalty and responsibility required by the jobs.

Cantillon also absorbed from Petty the passion for empirical research, but

unfortunately we do not know the results he obtained in this field, as the

statistical appendix of his work was lost. Also, his monetary theory was of
English origin and clearly quantitative in nature, but moderated by an

argument according to which the value of money tends to adjust itself to the

production cost of gold. He described in an original way the process by

which an increase in the money supply generates inflationary impulses that

spread out gradually, through induced demand, in the diverse sectors and

income groups. In this way, the ultimate effects of an increase in liquidity

would vary according to the type of money inflow. This phenomenon has

become known as the ‘Cantillon effect’.
On the French side, Cantillon was strongly influenced by the agrarian

protectionists and especially by Boisguillebert. The French influence was

shown in his preference for land rather than labour—so much so that, where

Petty had tried to reduce land to labour in order to measure value, Cantillon

tended to do the opposite. He developed Boisguillebert’s argument according

to which rent, being an income without being a cost of production, would

constitute a source of expenditure autonomous with respect to productive
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activity; therefore it would influence the levels of output simply as a

consequence of the moods, fashions, and tastes of the aristocracy. This idea,

linked to the one, derived from Petty, according to which rent is the unique

component of net product, seems to justify all those who consider Cantillon

a forerunner of the physiocrats.
This is not all, however. Cantillon also inherited Boisguillebert’s sketch of

the tableau économique, and integrated it into a modern theory of the

three social classes (landowners, tenant-farmers, and workers) and of the

trois rentes (rent, profit, and farmer’s expenditure), which allowed him to

formulate a theory of the circular flow.
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de toutes choses, 1566.

Boisguillebert (de) P. Le Pesant, Le detail de la France, 1695.

—— Le factum de la France, 1707.

—— Dissertation sur la nature des richesses, de l’argent et des tributs, 1712.
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2

The Laissez-Faire Revolution and
Smithian Economics

2.1. The Laissez-Faire Revolution

2.1.1. The preconditions of the Industrial Revolution

The 35-year period from the beginning of the Austrian War of Succession in
1741 to the American Declaration of Independence in 1776 was of critical

importance for the history of Europe as well as for the history of economic

thought. It was a period of profound political crisis, as shown by the 25 years

of war, among the most barbarous in European history, at one time or

another involving each of the great powers: the Austrian War of Succession

(1741–8), the colonial war between England, France, and Spain (1754–63),

the Seven Years War (1756–63), and the Russian–Turkish War (1768–74).

One of the main results of this political crisis was the beginning of England’s
military, political, and economic dominance in Europe.

An important economic transformation of this period was the spread of

capitalism in the countryside, which was a fairly rapid process in France and

England. In France, at least in the northern regions, Picardy, Normandy,

and the province of Paris, a new social figure emerged: the fermier, a tenant

farmer who invested his own money in the improvement of productive

techniques and in the enlargement of his farm. In England, the process was

facilitated by the enclosure movement which, begun more than two centuries
before, experienced a real boom from 1760 onwards. Among the most

important consequences were the major technical innovations in cultivation

methods, the connected increase in agricultural productivity and production,

and the acceleration of the expulsion of the agricultural workers from the

countryside. If we add the fact that, beginning from 1740, there was an

acceleration in demographic growth, it is easy to understand why the take-

off of the Industrial Revolution that occurred towards the end of this period

was not hindered by lack of workers (and ‘means of subsistence’) which had
been one of the main concerns of the mercantilists. Thus industrial

employment could increase rapidly from the 1770s onwards.

An important precondition for the take-off of the Industrial Revolution

was the large number of technical innovations in the new industries, above

all (but not only) in the textile industry: Hargreaves’s spinning-jenny was

invented in 1764, Watt’s steam-engine in 1765, and Arkwright’s water-frame



in 1768. This process was not limited to England. To give only a few more

examples: in 1769 Cugnot constructed a steam-driven carriage, a prototype

of the motor car, in France; while Volta in Italy invented the condensor

electroscope in 1775, and constructed the electrophorus and discovered

methane gas in 1776. Thus all the economic, social, and technological
preconditions for industrial take-off were laid down in this period.

Most important of all, however, were the cultural preconditions. This was

the period of the eruption of that authentic cultural revolution known as

the Enlightenment. The roots of this movement can be traced back to

seventeenth-century England and, in particular, to the ideas of ‘reason’,

‘experience’, and ‘science’ with which philosophers and scientists such as

Bacon, Locke, and Newton had tried to oust old idols and to sweep away

traditional intellectual servitude. On the Continent, by grafting itself onto
different national traditions, this movement assumed special characteristics,

becoming rationalist in the homeland of Descartes and historicist in that of

Vico. Its most destabilizing impact on the culture of the period occurred

between 1751 and 1776, the years in which the Encyclopédie was published.

The Enlightenment played an important role in the history of economic

thought. It supplied the philosophical bases of the attack the economists of

this period were attempting against mercantilist thought. The years 1751–76

are, in fact, for economics, the years of the laissez-faire revolution. Mer-
cantilism, a relatively homogeneous theoretical system that had dominated

European thought for 300 years and had almost created an international

scientific community, was suddenly attacked from different positions, and

disappeared from the scene in a quarter of a century.

In their turn, however, the new economists did not present a homogenous

theoretical approach, either within each nation or at the international level.

They did begin to group themselves into authentic ‘schools’, or almost, such

as that of the physiocrats in France and the Milan and Naples schools in
Italy; but, as we will see later, there was little theoretical homogeneity among

the schools and little even within them. The only argument that united them

was, in fact, a negative one: their struggle against the traditional mercantilist

orthodoxy and, connected to this (apart from a few exceptions), their

attempt to give a scientific foundation to the laissez-faire doctrine. It was

necessary to wait for Smith’s 1776 synthesis to find the conditions that were

to lead, in the following forty years, to the formation of a new orthodoxy on

a Continental scale.

2.1.2. Quesnay and the physiocrats

The physiocratic school that prevailed in France during this period was a
true school of thought, with a doctrine to defend and propagate, a recog-

nized master, François Quesnay, and a fervent group of followers. We have

insufficient space here to mention all the physiocratic economists; so we will
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limit ourselves to presenting the essential lines of thought of the master,

whose most important economic work was the Tableau économique (1758).

The physiocratic scientific contribution was outstanding. Four points in

particular are worth underlining:

(a) the notions of productive and unproductive labour, by means of which

the real source of wealth was found in the net product obtained by

applying labour to land;

(b) the idea of interdependence among the various productive sectors

and the related idea of macroeconomic equilibrium;
(c) the representation of the economic exchanges as a circular flow of

money and goods among the various economic sectors;

(d ) the displacement of scientific interest from the stock of wealth to the

flow of net product.

Quesnay assumed that the productive cycle lasted one year, and that the final

product of each year was partially consumed and partially re-utilized as a

necessary input for the following year. He focused on agricultural produc-

tion, the only sector capable of producing a surplus over replacement costs

and the only real source of wealth. The physiocrats considered the surplus as

a kind of natural gift from land. The farmers, therefore, formed the ‘pro-

ductive class’. The people employed in manufacturing industry, on the other
hand, made up the ‘sterile class’, not because they did not produce useful

goods, but simply because the value of their output was considered to be

equal to the overall value of the inputs. Finally, there was the class of

landlords, or ‘distributive class’, whose economic role was to consume the

surplus created by the productive class and to begin, by the expenditure of

the rents, the circulation process of money and goods among the various

economic sectors. The physiocrats called this circulation process ‘distribu-

tion’. This is the derivation of the name ‘distributive class’: its function was
to ensure an effective ‘distribution’ of the income and goods among the

various sectors.

The tableau économiquemodel is fairly simple. In one year the agricultural

sector produces an output of five milliard livres. From this total, 1 milliard

replaces the means of production consumed in the agricultural process, and

two milliard are used to pay the wages of the farm hands and the profits of

the fermiers as well as to provide seeds for the following year. The other two

milliard represent the surplus, the produit net. The manufacturing sector has
an output and an input of two milliard livres.

The tableau shows how the products of the two sectors are ‘distributed’ in

the system and how the circulation of money ensures a continual repro-

duction of the system. Fig. 2 shows the three social classes and the flows of

money by means of which they exchange goods. At the beginning of the year,

the productive class pays two milliard in rent to the distributive class and one

milliard to the sterile class to buy manufactured articles, and spends two
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milliard within the agricultural sector to buy raw materials, wage goods, and

means of production. The distributive class will spend its income in the

following way: one milliard to the sterile class and the other one milliard to

the productive class to buy, respectively, manufactured goods and agricul-

tural products. The sterile class, which has received two milliard, half from

the distributive class and half from the farmers, will spend it all on the

productive class to buy its inputs and necessary consumer goods. Finally, the

three milliard that the productive class has spent outside the agricultural
sector will come back to it; so that the cycle can begin again.

Quesnay derived two important political consequences from this model.

The first concerns the ‘natural’ ability of an economic system to reproduce

itself, as long as it is not obstructed by interventions of the political

authorities. The reproduction equilibrium in which the system finds itself can

be defined as a situation in which each sector supplies the other sectors with

exactly the quantity of inputs requested, so that functional relationships are

formed among the various sectors and classes which are very similar to those
suggested in Menenio Agrippa’s apologue. Quesnay was a medical doctor,

and studied the economic system as if it were a natural organism. The

equilibrium in which the economy naturally found itself was seen as a

manifestation of the natural order of things. Here the influence of natural-law

philosophy is apparent. In drawing out political implications, however,

Quesnay was more coherent and extremist than Locke, who had also been

strongly influenced by natural-law philosophy. With respect to the natural

order, the best that could be done by the ‘positive order’, or the laws and
institutions of organized society, was not to interfere. In this way, so it seemed,

Gournay’s maxim—‘laissez faire, laissez passer les marchandises’—was

‘scientifically proved’. In fact, the goods would go by themselves where they

had to go to satisfy society’s reproduction conditions.

The second political implication of the physiocratic model concerns the

doctrine of the impôt unique. This brought to its logical conclusions an argu-

ment that had already been sketched out by Vauban and Boisguillebert at the

Productive
class

1 milliard

1 milliard

1 milliard2 milliards

2 milliards

2 milliards

Non-productive
class

Distributive
class

Fig. 2
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beginning of the century: that the best that could be done by the central

authorities in regard to public finance was to eliminate all that complicated and

inefficient fiscal apparatus, inherited from the Middle Ages, which only hin-

dered the free circulation of goods and free private initiative, besidesmaking tax

collection expensive and difficult. The plan was to impose a single tax on the
only productive factor, land, which would be paid with the net product.

The other incomes would be spent on ‘necessary consumption’ essential to the

production process, so they could not be eaten away in real terms. Taxes raised

on these incomeswouldhavebeen transferred andwould in the end, in any case,

have fallen back on rents. It would be better, therefore, to tax the latter directly.

Quesnay had numerous followers, but we have no space to recall all of

them. Something however has to be said about Anne Robert Jacques Turgot

and Étienne Bonnot Condillac, two economists who, while being influenced
by physiocratic thought, distanced themselves from it in various respects.

The former criticized the physiocratic thesis according to which only land is

able to produce a surplus. Besides this he put forward some interesting ideas

about the decreasing returns generated in agriculture by the intensification of

investment. Finally Turgot tried to formulate an estimative theory of value,

based on concepts such as utility and scarcity—a theory that did not fit very

well with the physiocratic conception of the prix fondamental, namely, the

conception of cost value as determined by production conditions. It is also
worth mentioning the more systematic subjective theory of value put for-

ward by Condillac, a theory much influenced by Galiani’s work, especially in

the treatment of exchange between present and future goods. Condillac

differed from Galiani in that he adopted a traditional concept of utility,

considering it as an intrinsic quality of goods. He also distanced himself from

Turgot when he refused to accept the view that contracting parties draw the

same advantage from an exchange.

Lastly, Achylle Nicolas Isnard, an engineer who devoted his life to eco-
nomics, also deserves a word of mention. Although influenced by Physio-

cratic thought, he rejected the theory that only the land is productive. In

point of fact, the agricultural sector had begun to lose its economic superi-

ority in France already in Quesnay’s time. This partly explains the rapid

decline of the Physiocratic contribution at the end of the eighteenth century.

Isnard, however, assimilated the idea of sectoral interdependences and

proposed them initially as a mathematical model of general economic

equilibrium that took production, money, capital and exchange into
account. Isnard developed perhaps the first rudimental, yet surprisingly

modern, model of general economic equilibrium.

2.1.3. Galiani and the Italians

The period 1750–80 has been defined by Bousquet as the âge d’or of Italian

economic thought. It was as if the Enlightenment in Italy had chosen
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economics as its favourite subject. There were numerous interesting eco-

nomists in this period, of whom we mention here only the most significant.

First of all, Ferdinando Galiani, the most important exponent of the

‘Neapolitan school’. In Della Moneta (1751) he made an ambitious attempt

to construct a general theory of utility value, while, in Dialogues sur le

commerce des bleds (1768), he attacked physiocratic thought and its theories

of economic policy. Other two notable Neapolitan economists are Antonio

Genovesi, who was considered the ‘head of the great family of Italian

economists’, and Gaetano Filangeri, who proposed a vast illuminist project

of economic and political renovation. Two economists of the Milanese

school are Cesare Beccaria and Pietro Verri, while Giammaria Ortes, an

economist from Venice, did not belong to any school.

One of the common traits of Italian Enlightenment during this period was
its insistence on public happiness as the main subject of study in economic

science. The word happiness appears in the title of almost all the treatises of

these economists. In point of fact, this budding discipline was given the task

of discovering the conditions for enhancing public happiness, intended as

a form of interesse (interest) that was superior to the individual one. Thus

it was in the context of the innovative atmosphere of the Neapolitan

Enlightenment, during the reign of Charles III of Bourbon (1734–59), that

the civil economy theoretical system began to take shape, as a modern
re-visitation of typical civil humanism themes. In 1753, the University of

Naples set up the first academic chair in economics in the world—more

precisely, in ‘Civil and Mechanical Economy’. Its first professor, the

Salernitan Antonio Genovesi, chose the title of Lezioni di economia civile

(Lectures on Civil Economy) for his treatise of 1765. He wrote: ‘Labour in

your own interest; no man can work other than for his own happiness; for he

will be less than a man; but . . . if you are able, and as far as you are able, strive

to make others happy. It is the law of the universe that we cannot achieve our
own happiness without achieving that of others’ (Autobiografia, p. 449).

Civil humanism contributed two central ideas to economics: firstly, that

technology—and scientific research in general—should be studied as a means

for civilizing and improving people’s well-being rather than as an end to

themselves; this encouraged mass education programmes. Secondly, the idea

that ‘public faith’ ( fides), is the main resource for economic development.

Genovesi wrote: ‘Nothing is more essential to widespread and prompt

circulation than ‘‘public faith’’ ’ (Lezioni, p. 148), to which he added the
footnote: ‘This word fides means cord, which ties and joins. Public faith is

therefore the bond that unites families in a companionable life’. This fides

is in turn fuelled by the principle of reciprocity and therefore by the market,

intended as an economic institution practising ‘‘reciprocal assistance’’.

Here we have more than just a simple outline of the present-day notion of

social capital, an essential requisite for any socially acceptable development

process.
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Galiani’s most important contribution in the field of theoretical research

concerns the theory of utility value, which he took up from his Italian pre-

decessors and developed as much as was possible in a pre-marginalist period.

He borrowed the theory, according to which value depends on the utility and

scarcity of goods, from Davanzati and Montanari, without, however, fully
acknowledging the debt. Then he made the following steps forward. First, he

argued that value is not an intrinsic quality of goods, as most of the theorists

of the cost of production tended to believe, but is a quality deriving from the

choices of economic subjects. Second, he established that it is necessary to

start from individuals in order to define these choices. Both utility and

scarcity depend on the needs of individuals. Thus, the same good has dif-

ferent utilities for an individual according to the quantity of it that he has

already consumed. The more of the good consumed, the lower the utility will
be, up to the point of becoming zero. The concept was only sketched, but it

was already a theory of diminishing ‘final’ utility. Third—and this is perhaps

the most interesting part of his work, the part that probably led Pareto to

consider him as one of his precursors—Galiani endeavoured to study indi-

vidual behaviour in terms of choice among demanded quantities of more

than one good, that is, in terms of the composition of demand. The funda-

mental argument is that

value is an idea of proportion between the possession of one thing and that of another in

the mind of a man. So, when one says that ten bushels of grain are worth one cask of

wine, one expresses a proportion of equality between having one or the other;

therefore men, always cautious not to be cheated out of their own pleasures, exchange

one thing for another, because in the equality of exchange there is neither loss nor

fraud. (p. 39; our italics)

Except for the absence of the term ‘rate of substitution’, one would not be
surprised to find this passage in a modern microeconomic textbook. Also

note the hypothesis of individual rationality expressed in the idea of ‘caution’

of choices.

Not only Pareto but also other neoclassical economists could have con-

sidered Galiani an important precursor. He was well aware of the line that

economic theory was taking in England in his times, and endeavoured to

integrate into his work some of the arguments of the economists of that

country, especially in regard to the cost of production. In doing so, however,
by following a procedure of assimilation and deformation similar to that

which was later to be followed by Marshall, he produced something thor-

oughly original. Thus he was able to state that, for the goods whose supply

can be increased by the utilization of labour, value depends on the ‘fatigue’

( fatica) sustained in producing them; a view that some people have tried to

interpret in terms of a labour theory of value.

To understand that it is not so, it is not even necessary to reflect on the

meaning of the term fatica, which, in the Neapolitan dialect, while being used

60 laissez-faire and smithian economics



as a synonym for work, has a less abstract meaning with a clear implication

of toil and sacrifice. It is sufficient to follow Galiani in his calculation of the

contribution given by fatica to the value of goods. This contribution depends

not only on the time and quantity of labour employed but also on its price.

Already this argument is incompatible with a pure labour theory of value.
But things become even clearer when Galiani tells us that it is from the

‘different values of human talents [that] the different prices for the ‘‘fatigues’’

originate’ (p. 49). He also maintained that ‘the value of talents’ has to be

estimated ‘in the same way as for inanimate things, and that it rests on the

same principles of rarity and utility taken together’. In other words, this is a

theory of the ‘real’ cost of production measured in terms of fatica, or toil of

labour (or, rather, labours, as talents are heterogeneous), and valued at a

price that depends on the utility and scarcity of natural endowments.
Galiani also anticipated the more recent neoclassical theories of the rate of

interest. He tried to explain the interest rate by linking it to the price that

must be paid to equate the value of present to that of future money. The

necessity of paying this price is derived from the fact that future money is

valued less than present money. In fact,

among men only pleasure has a price and only comforts are bought; and, as one

cannot receive pleasure without damaging and disturbing others, one pays anything

else than the damage and the deprivation of the pleasure caused to others. The

anxiety caused to somebody is hardship, so it is necessary to pay for this. What is

called the fruit of money, when it is legitimate, is nothing more than the price for

anxiety. (p. 292)

Interest is the ‘intrinsic price’ of the ‘risk’ and the ‘inconvenience’ connected

with the ‘delivery of a thing with an agreement to have the equivalent back’

(pp. 291–2) in such a way that there is ‘equalization between present money’

and future money (p. 290). Because of the risk connected with the future
repayment of money (although the same point is also valid for real goods),

the two sums paid at different times are evaluated as equal only if they are

differentiated by the ‘fruit of money’.

Finally, it is important to mention Galiani’s theory of equilibrium and the

political consequences he drew from it. In Dialogues sur le commerce des

bleds, he criticized some of the physiocratic doctrines. Galiani did not share

the Physiocrats’ passion for agriculture. He argued that industry offers

advantages for exploitation by the political authorities. In the first place,
industrial production is not affected by changes in climate, therefore the

prices of its products are more stable than those of agricultural products.

Secondly, agricultural production is restricted by the scarcity of land,

whereas industrial production is potentially unlimited since it increases with

the level of employment. Third, industrial expansion is useful also to agri-

culture since it increases the demand for its products. Galiani accepted

the Physiocrats’ idea of natural order, which he reformulated in the view
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that the economy tends spontaneously towards equilibrium: nature ‘settles

everything in equilibrium’, as if it were controlled by a ‘supreme hand’; but

he introduced an interesting dynamic consideration, by observing that any

adjustment would be achieved only in the long run. In the short run, dis-

orders and malfunctions could well manifest themselves. But the short run
could also last a long time. Therefore, there would be ample leeway and

excellent reasons to try to correct those disorders and malfunctions by law.

Laissez-faire policy would not be justified in the short run. At all events,

Galiani did not admit the possibility of establishing general criteria for state

intervention in the economy. The most suitable measures would depend to a

large extent on the time and place in which they were taken.

This pragmatic attitude towards laissez-faire was also present in other

Italian economists of the period. Genovesi, Beccaria, and Verri, for example,
were in favour of economic freedom, which they considered from an illu-

minist point of view as a manifestation of the more general principle of

human freedom. They justified this theoretically with the idea that nature

tends to bring human things towards equilibrium if left free to do so—an

idea that Genovesi supported with an argument similar to Hume’s price–

specie-flow mechanism. In practice, however, they limited this application of

free trade to within national boundaries. In regard to foreign trade, they

believed that the State had to guide and regulate the flows of imports and
exports in the national interest, which might not coincide with the interests of

the individual citizens. Generally speaking, it could be said that these eco-

nomists had a tendency towards theoretical eclecticism and political prag-

matism. For example, they took up the ideas of the French economists on the

net product and, more cautiously, on the single tax, while from Galiani they

adopted the theory of value. In regard to policy, especially in monetary

matters, they basically remained within mercantilist thought.

Filangeri and Ortes were more extreme supporters of laissez-faire. The
former took great steps forward in the construction of an illuminist norm-

ative system, and professed a strong faith in laissez-faire, justifying it with the

observation that a reduction of imports would lead to reprisals by competing

states and would therefore be followed by a reduction in exports. Ortes, on

the other hand, justified his free-trade position with the argument that, in the

absence of protectionist barriers, exports and imports of a country would

tend to balance. He also constructed an original theoretical system, basing it

on the presupposition that national production would be limited by the size
of the population, which, in turn, could not grow beyond the provisions

made available by the natural endowment of the country. Ortes was also one

of the many ‘forerunners’ of Malthus in regard to the population principle,

and also anticipated the theory of decreasing returns in agriculture.

It is also worth noting some original contributions of Beccaria and Verri.

Beccaria sketched out a theory of the division of labour and of increasing

returns in industry, besides having an insight about the indeterminacy of
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prices in a duopoly. Verri developed an elementary theory of the demand

curve, which he specified in the form of an equilateral hyperbola. Verri was

more critical than Beccaria of the physiocrats. His criticism of the argument

that the ‘sterile class’ did not produce a surplus was extremely interesting,

and in many ways similar to the one later put forward by Smith. Verri
maintained that the production of the various industries must be calculated

in value, and that, in terms of value, all the activities which pay profits over

and above wages and replacement costs produce a surplus.

Beccaria and Verri shared a subjectivist and hedonistic conception of

economic phenomena. Starting from a sensist and materialist philosophy,

they tried to explain human behaviour in utilitarian terms, by maintaining

that individuals are driven, in their economic choices, exclusively by the

search for pleasure and the fear of pain. It was not only in this that the two
Milanese economists anticipated Bentham, but also in the proposal that the

State should aim at creating—in Beccaria’s words—the ‘maximum happiness

divided among the greatest number’. Pleasure was even thought to be

measurable, and Verri considered that this could be done in monetary terms.

2.1.4. Hume and Steuart

In Great Britain, the most relevant contributions in this period were made by

David Hume and James Denham Steuart. Hume’s Political Discourses are

important for the history of economic thought especially because in them,

developing the ideas and methods of Petty and Locke, the foundations were

laid down for English free-trade economics. We will briefly outline the theory
of the adjustment on the balance of payments based on the price–specie-flow

mechanism, already mentioned in section 1.2.5. According to this theory, a

surplus on the balance of trade does not produce permanent benefits, as it

automatically activates a re-equilibrating process. In fact, the inflow of gold

generated by the trade surplus would cause internal prices to rise, while

decreasing those of the competing countries in deficit. Owing to the con-

sequent changes in competitiveness, the trade balances would gradually

adjust. The free trade implications of this theory are obvious.
In regard to money, Hume put forward a dynamic version of the quantity

theory in which he recognized that an increase in the supply of money could

have relevant, although temporary, real effects. He noted that the increase in

prices caused by an increase in the money in circulation would be transmitted

gradually from one sector to another as the initial inflow of money was spent.

In this transmission process, which is rather similar to the multiplier, the

increments in expenditure can also generate, together with price increases, an

expansion in production and employment. This is a remarkable acknow-
ledgement of the validity of mercantilist theories, at least to the extent that

the time interval in which the multiplier process occurs is not well defined. It

would have been sufficient to recognize, as Keynes suggested later, that life is
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always in transition. But nobody was able to employ this insight in defence of

mercantilism.

Hume also attacked on two other fronts, and succeeded in both. First, he

denied that the volume of international trade was fixed, and therefore that

one country could only increase its wealth at the expense of another. Rather,
he maintained that an increase in the wealth of one country—to the extent

that it was an increase in real wealth, namely in the level of output—would

lead, through imports, to a parallel increase in output in other countries.

Second, he denied that the rate of interest would necessarily vary inversely

with the money supply. Instead, he observed that it was the increase in

economic activity itself that, by increasing the real capital stock of a country,

would cause a decrease in the rate of profit and, as a consequence, a decrease

in the rate of interest.
Hume’s four fundamental arguments, the price–specie-flow mechanism,

the quantity theory of money, the theory of the growth of the volume of

international trade, and the explanation of the diminution of interest as a

real phenomenon, were to be accepted en bloc by English and European

thought, and were to form the pillars (even if in revised and corrected

versions) of nineteenth-century free-trade theories.

If this first systematic attack on mercantilist thought was of great

importance, however, its last defence, attempted fifteen years later by Steuart,
was no less notable. In An Inquiry into the Principles of Political Economy

(1767), Steuart rejected the quantity theory of money along lines not dis-

similar to those drawn by North. The crucial variable in the equation of

exchange is the velocity of circulation, which, by means of variations of

the amount of money hoarded, continually changes in such a way that the

quantity of money in circulation is always adequate for the needs of trade.

The volume of transactions depends on the level of output, while prices

are determined by the forces of competition and the conditions of cost. Thus,
the value of the transactions depends on real factors. The quantity of money

exceeding the needs of trade will be hoarded. If, on the other hand, money is

scarce, stocks of hoarded money will be rapidly reduced and more coins

minted.

Steuart rejected the principle according to which the best way to serve the

collective interest is to let private interests run free. He defined demand in

terms of the need for goods accompanied by the ability to pay for them, and

denied that the needs and the ability to pay for them are always sufficient to
guarantee full employment. Furthermore, he pointed out that the intro-

duction of machinery could create unemployment, for reasons that were not

very different from those to be suggested by Ricardo half a century later: the

reabsorption of the workforce into other sectors would not occur auto-

matically. Therefore, it would be the job of the State to ensure reabsorption.

In order to bring about full employment, the State would have to foster

exports by encouraging increased competitiveness of national products.

64 laissez-faire and smithian economics



Steuart suggested subsistence wages as a means to achieve this goal, but did

not believe in any automatic mechanism of wage regulation, seeing this as

one of the areas for government intervention.

In regard to wages, Steuart was involved in a debate that occupied English

economic thought for the whole transition period from mercantilism to
classical liberalism. On one side, were those who argued for the necessity to

maintain wages at a low level to discourage ‘vice and idleness’, an old

mercantilist argument which was still being put forward with force in 1757

by Malachy Postelthwayt. Demographic growth could help in this matter,

but the State had to contribute, for example, by discouraging ‘charity’

towards the poor and by abolishing related laws. On the other side were

those who argued that high wages could contribute to the stimulation of

human effort and the improvement in working ability. It is a first hint at the
modern theory of efficiency wages. Robert Wallace, Nathaniel Forster, and

Thomas Mortimer were in this group; Steuart was not.

Steuart also put forward an interesting historicist theory of economic

growth which has rightly been considered as the best historical justification

of mercantilism. The economic growth of a nation occurs in three stages. In

the first stage, the effective demand capable of driving growth is provided,

above all, by the voluntary expenditure of the wealthy classes. The increase

in production stimulates the introduction of machinery in industry and
productive improvements in agriculture, thus prompting an increase in

labour productivity. At the same time it enables the production of an agri-

cultural surplus necessary to sustain the growth of the industrial sector. The

second growth stage is reached when the country is able to produce a surplus

for export. At this point luxury should give way to thrift. Growth would be

sustained by the trade surplus. The third phase occurs when the country is no

longer able to maintain a permanent surplus on its balance of trade. At this

point, growth should return to being sustained by internal demand, and
luxury could again play its role as a stimulus. In the third phase, however,

there is a reduction in the rate of growth. In all three phases there is room for

State intervention, both in the regulation of internal demand (for example,

with sumptuary laws), and in the regulation of trade flows (with the usual

mercantilist measures).

2.2. Adam Smith

2.2.1. The ‘mechanical clock’ and the ‘invisible hand’

Newton’s theory of universal gravitation contributed to the diffusion of the

idea of an ordered and rational universe and exerted a great influence on

illuminist thought. Natural phenomena, according to this idea, are reducible
to the movements of atoms regulated by laws which are intrinsic to the state
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of nature. God created the universe together with the laws that regulate it

and then he stood aside. There is no need for his continual intervention to

hold the world together, as it is completely self-regulating. Furthermore, as

the natural order is rational, it can be understood by human intelligence.

This was the extreme outcome of a philosophical conception that had already
been advanced by Descartes: rational understanding is possible, and the

more abstract it is the more precise it will be. Mathematics is its most efficient

and potent instrument, more powerful than observation itself. This con-

ception, which the Scottish universities helped to spread throughout Great

Britain, crossed the boundaries of the natural sciences and enjoyed enormous

success even in moral philosophy, where its influence intertwined with that of

natural-law philosophy. The idea of a ‘natural order’ played a fundamental

role in the birth of classical political economy, and the conviction gained
ground that human relationships were regulated by objective mechanical

laws, with which positive law, which was formulated by man himself, should

try its best not to interfere.

However, the influence exerted in the eighteenth century by the natural

sciences over the social sciences cannot be ascribed only to the great prestige

attained by the former. In fact, it can be better explained by a theoretical

need which arose within the social and political thought of the period.

The central problem of European political philosophy in the period from
the beginning of the Renaissance to the French Revolution was that of

accounting for social life without having to resort to metaphysical presup-

positions. In the Middle Ages, social consensus was maintained by two

fundamental principles: authority and faith, both justified by the assumption

of the existence of God. The problem of modern social thought was: how is

social life possible if those two principles and their metaphysical justification

are left aside?

A first answer to this question was given by Machiavelli and Hobbes: the
natural egoism of man makes free social life impossible and the absolute

State necessary; the principle of authority is based on the monopoly of

power, and does not need to be legitimized. It is based on violence, and only

obtains obedience through its strength. The citizens, mindful of a primitive

‘social contract’ of subjection and driven by the survival instinct and the

desire for security, can do nothing else but obey. Civil society originates from

repeated acts of obedience. The alternative would be social disintegration

and the law of the jungle. So power gives foundation to the State, and the
State makes harmonious social life possible. Now, this solution was certainly

applicable to the absolutist States of the sixteenth and seventeenth centuries.

It was no longer tenable after 1649, the year of the proclamation of the

English Commonwealth, and, above all, after the Glorious Revolution (1688)

and the Declaration of Rights (1689).

The emerging social classes created by capitalist development, and

excluded from government by the absolutist States, strived to obtain what
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they considered to be their rights, if it is true that money is power. On the one

hand, therefore, was the need for a political philosophy by which the civil

society could justify itself independently of the State. On the other hand, it

was necessary that such a justification take into account the real processes of

wealth formation. If Hobbes’ Leviathan assumed the natural egoism of
individuals in order to justify the State, then it was necessary to demonstrate

that a free social life is possible even in the presence of selfish individuals.

Moreover, as the sphere of action of human egoism is economic activity, a

change of focus from politics to economics was necessary. Finally, as a

metaphysical justification had to be excluded, it was also necessary to for-

mulate such a justification in ‘scientific’ rather than purely speculative terms.

Natural-law philosophy was one of the paths attempted. The followers of

this view believed in a ‘natural order’ that presupposes the free expression of
human activity. The ‘positive order’, based on laws and conventions, creates

the State, but is only legitimate if it is not in conflict with the ‘natural order’.

This was a dangerous path to take, as was demonstrated by the difficulties

Locke encountered in justifying the inequality in the distribution of property

and wealth, and even more so by the radically egalitarian results which that

philosophy was to produce in France.

A different path was attempted by the English and Scottish empiricists and

‘moral-sense’ philosophers. Their approach was based on the assumption of
the existence of a natural ‘benevolence’, or ‘moral sentiment’, which man

experiences towards his fellows. If individuals are not naturally egoistic, they

tend spontaneously to associate themselves and there is no need for external

intervention to give sense to social life; neither God nor the State is neces-

sary. It is sufficient to assume a particular structure of the human psyche.

Now, apart from the fact that this way of thinking succeeds in solving the

problem simply by ignoring its existence, the main difficulty with it is that the

assumption on which it depends, benevolence, not only runs against com-
mon sense but also is not basically different from other metaphysical

assumptions; nor is it less arbitrary and easier to demonstrate.

Both Hume and Hutcheson, Smith’s teacher, and Smith himself moved in

this direction. However, according to a widespread and quite orthodox

interpretation, Smith’s main contribution, the one which made him the

father both of economic science and of modern liberalism, came precisely at

the moment when he introduced innovations within that tradition. His

stroke of genius consisted, not in the rejection of the empiricist position,
but in taking it to its extreme logical conclusions, by leaving out even

the arbitrary hypothesis of benevolence. With the ‘theorem of the invisible

hand’, Smith simply aimed at demonstrating that individuals serve the

collective interest precisely because they are guided by self-interest.

A similar attempt had been made by Quesnay, a medical doctor, who,

however, from the philosophical point of view, had remained tied to a

natural-law position, while, in order to demonstrate the natural tendency of
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social agents to produce order, tried to use a biological analogy. Quesnay’s

natural order was very similar to Menenio Agrippa’s apologue, and failed to

focus on the role of individual actions in ensuring social equilibrium. The

economic subjects to which Quesnay referred were collective social agents,

classes of individuals, not individuals. Smith was strongly influenced by
Quesnay’s work, and it is possible to say that the truly ‘classical’ component

of Smith’s thought, that which was later to be developed by Ricardo and his

followers, originated precisely from his attempt to assimilate some of

Quesnay’s fundamental ideas and to correct some of his secondary errors.

However, there is a component in Smith’s thought that clearly distances him

from the physiocratic position, and it is that which aims at demonstrating the

invisible-hand theorem. Here, collective agents disappear and the organicist

analogies become meaningless. The scientific reference model is mechanics,
and the objects studied are social atoms. It is not by chance that Smith is

considered to be the founder of economic science not only by the classical

but also by the neoclassical economists.

This, we repeat, is the most diffused interpretation of Smith’s thought.

We will mainly follow it, but we will take the freedom to contest it in

section 2.2.6.

2.2.2. Accumulation and the distribution of income

In 1776 Smith published An Inquiry into the Nature and Causes of the Wealth

of Nations, a milestone in modern economic thought. The work begins with

an analysis ‘of the causes of improvement in the productive powers of
labour’—improvement immediately identified as the main condition for the

growth of real wealth. The division of labour is a process by which a par-

ticular productive operation is subdivided into a certain number of separate

operations, each of which is carried out by a different person. With the

division of labour the worker’s skill increases, the idle time in transferring a

worker from one activity to another is reduced and, above all, technical

progress is stimulated. However, the division of labour is limited by the size

of the market, is only possible when the economy can produce for a suffi-
ciently large market, and can be intensified only if the market is expanding.

In turn, the market will be larger the more the transport and commu-

nications systems are developed, the more credit and monetary instruments

are diffused, and the faster the growth in the volume of production. Smith

believed there is a cumulative mechanism that operates in a capitalist sys-

tem which proceeds according to the following sequence: division of

labour—enlargement of the markets—increases in labour productivity, and

so on; a real virtuous circle of growth.
If it is the division of labour that triggers the growth process, it is the

accumulation of capital that drives it. Smith subdivided capital into fixed

capital, consisting of machinery, plant, buildings, etc., and circulating capital,
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which is used to buy raw materials and pay for labour and energy. The wages

fund is that part of the circulating capital which is used to pay the workers. In

real terms, it is a part of the goods produced in a productive cycle which is

used to pay the workers in the successive cycle. Wages are paid before the

product is sold, and for the capitalist, who advances them, they are capital.
The theory of income distribution among the social classes plays a fun-

damental role in Smith’s theory of growth. In fact, the three basic classes,

capitalist, workers, and landlords, are distinguished both by the productive

resources they hold—capital, labour, and land—and by the way in which

they spend profits, wages, and rents, their respective incomes. The relation-

ships among the types of productive resource held by the various classes, and

among the ways in which their incomes are spent, constitute the essential

part of Smith’s theory of capital accumulation.
The landowners, who do not own productive capital, are not interested in

its enlargement and have no inducement to save and accumulate capital.

Their propensity to save is zero, and they make no contribution to the growth

of the wealth of the nation. On the other hand, the workers only possess their

labour. Both the ability of the capitalists’ coalitions to influence the govern-

ment and parliament and the competitive forces on the labour market push

real wages down to subsistence levels. But with a subsistence wage the pro-

pensity to save must be zero. Therefore, not even the workers make a positive
contribution to the growth in a nation’s wealth, although they make an

essential one to its production. Finally, the capitalists possess the productive

capital and aim to increase it. This means they have a very high propensity to

save. It follows that the higher the proportion of the national income going to

profits, the higher the growth in the wealth of the nation. The general interest

of the nation, therefore, coincides with that of the bourgeois class.

Smith also made an important distinction between productive and

unproductive labour. The former is employed in the production of goods, the
latter in the supply of personal services or in similar activities. Smith had in

mind the difference existing between workers who are employed by capit-

alists and domestic staff who are employed by the ‘leisured class’. Accu-

mulation is the accumulation of goods. Thus productive labour is essential to

sustain accumulation whereas unproductive labour is not. This means that a

growing economy must reduce to a minimum the percentage of workers

engaged in unproductive labour.

2.2.3. Value

Smith also made an important contribution to the explanation of the value of

goods, but he did not manage to formulate a completely successful theory of
value. His starting-point was to recognize that the structure of a productive

process can be represented in terms of the series of quantities of labour

employed to produce the goods. In fact, even the loom that is used by the
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worker to produce cloth has been, in its turn, produced by means of labour

aided by other means of production: ‘Labour, therefore, is the real measure of

the exchangeable value of all commodities. The real price of everything, what

everything really costs to the man who wants to acquire it, is the toil and

trouble of acquiring it’ (p. 133). Smith deduced from this fact that a necessary
prerequisite for a good to have value is that it be produced by human labour.

On the other hand, the value of a good ismeasured by the quantity of labour it

is able to ‘command’: the value of a commodity ‘to those who possess it, and

who want to exchange it for some new production, is precisely equal to the

quantity of labour which it can enable them to purchase or command’.

Smith clearly saw that the measure of value in labour commanded does

not coincide with the amount of labour embodied in the goods. Such a

coincidence could only occur

in that early and rude state of society which precedes both the accumulation of stock

and the appropriation of land . . . If among a nation of hunters, for example, it usually

costs twice the labour to kill a beaver which it does to kill a deer, one beaver should

naturally exchange for or be worth two deer. It is natural that what is usually the

produce of two days’ or two hours’ labour, should be worth double of what is usually

the produce of one day’s or one hour’s labour . . . In this state of things, the whole

produce of labour belongs to the labourer; and the quantity of labour commonly

employed in acquiring or producing any commodity is the only circumstance which

can regulate the quantity of labour which it ought commonly to purchase, command,

or exchange for. (pp. 150–1)

Under these special conditions, therefore, the quantity of labour commanded

coincides with the quantity of embodied labour.

Things change when one passes from a system in which the whole product

of the labour belongs to the worker to one in which the control of the means

of production, and therefore the production, is no longer in the workers’

hands. When capitalists and landlords take part in the division of the
product, the exchange value of a good must be such as to allow the payment

of a profit and a rent besides a wage. This implies that the quantity of labour

the good can pay for must be greater than that employed to produce it. In a

capitalist society, therefore, embodied labour is no longer a good measure of

the exchange value of goods.

Labour commanded is a relative price; it is the value of a good expressed in

terms of the value of another: the labour that can be bought with it. Since

Smith maintained that the price depends on the incomes paid to produce the
good, he expresses it as the sum of those incomes: wages, profits, and rents.

Here, for the sake of simplicity, we will ignore rent. Let us imagine an eco-

nomy in which, on free land, only one good is produced, corn, for example,

by means of itself and labour. The good, measured in tons, is used as a wage

good as well as a capital good. Let us assume, again for simplicity, that wages

are paid after the work has been done. k is the capital coefficient, namely, the

quantity of seeds necessary to produce one ton of corn; l is the labour
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coefficient, namely, the quantity of labour-hours directly used to produced

one ton of corn. If l is the labour directly and indirectly embodied in a ton of

corn, lk will be that embodied in k tons of grain used as seeds. Therefore:

l ¼ l þ lk ¼ l

1� k

Now, let r be the rate of profit, w and p the monetary wages and the mon-

etary price of one ton of corn. p/w will be the labour commanded by it, and

w/p the real wage. The price of corn will be equal to the sum of the costs

sustained in producing it and the profits earned by the capitalists. The cost of

labour iswl, the cost of capital pk, the profit pkr. Therefore, p = wþ pkþ pkr.

Expressing the price in labour commanded:

p

w
¼ l þ p

w
kð1þ rÞ ¼ l

1� kð1þ rÞ
It is easy to see that the labour commanded is greater than the embodied

labour precisely because there is a profit, and that it becomes always greater

as the profit rises. It is also possible to say that the price of the good is

nothing more than the sum of wages and profits (and of capital) paid to pro-

duce it. It is equally clear, however, that the equation of labour commanded
does not serve to determine labour commanded, which is known once the

real wage is known, but only the rate of profit, which is determined resid-

ually: given the real wage, w/p, the equation has only one unknown, r. Similar

results are obtained in the general case in which n goods are produced.

The theory of value based on labour commanded is correct as a price

theory if it presupposes a theory of profit as a residue. On this argument,

however, Smith sometimes lets himself be led astray by misleading pro-

positions. One of these is that an increase in wages can lead to an increase in
prices, rather than to a reduction in profits; another is that profit serves as a

remuneration for the risk, or even for the disagreeableness, faced by those

who advance capital; yet another is that ‘wages, profit and rent are the three

original sources . . . of all exchangeable value’ (p. 155). Taken together, these

three propositions would induce one to consider a non-residual theory of

profit; which would lead to a logical error in a theory of value based on the

cost of production. It is from these misleading assertions that the so-called

‘additive’ theory of value emerged, a theory which determines the value of a
good by the sum of the incomes paid to produce it. When we speak of the

mistakenness of such a theory, we are referring, not so much to the idea that

the price of the good is expressed as a sum of the incomes, but to the

interpretation that considers incomes as the primary sources of value. In such

an interpretation, wages and profits would be determined by the forces of

supply and demand in the ‘factor’ markets, so that their sumwould determine

the value of the good. But from the equation of labour commanded it is easy
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to see that, if wages and profits are predetermined, there are no more vari-

ables to determine: the equation becomes over-determined. However, Smith

did not pose the problem in these terms; not only was he not completely

aware of the reasons why a measure of value in labour commanded is pre-

ferable to one in embodied labour, but he did not even understand the
dangers of a non-residual explanation of profit within a theory of value

based on the cost of production.

2.2.4. Market and competition

The theory of labour commanded plays a significant role in Smith’s theory of

growth. In fact, a necessary condition for the existence of a positive growth

rate is that the labour commanded by the net product is higher than the

quantity of labour used to produce it. In fact, only in such a case can the

surplus exist which is necessary to sustain capital accumulation.

On the other hand, the additive theory of price, in that it encourages the

abandonment of an explanation based on the cost of production, seems to
bring back the forces of demand as fundamental determinants of the prices

of goods. Coupled with a theory of profit as a normal remuneration of

entrepreneurial activity, it seems to lend itself to the attempt to demonstrate

the allocative efficiency (or even distributive justice) of the competitive

equilibrium. Even if this line of development was followed rather more by

some of Smith’s followers than by Smith himself, there is no doubt that it

was Smith who opened up the road. We will speak more about this in the

next section.
The distinction between market price and natural price is important here.

The former is the actual price of a good at a given moment; the latter is that

which would allow the payment of workers, capitalists, and landowners at

normal rates of remuneration. The market price depends on the forces of

supply and demand. In the presence of an excess of demand, the market price

will rise, while it will fall if supply exceeds demand. However, ‘the natural

price . . . is, as it were, the central price, to which the prices of all commodities

are continually gravitating’ (p. 160); and this occurs precisely because
competition regulates the operation of the markets.

Smith illustrated this process with an illuminating example. Let us assume

that a public funeral causes an increase in the quantity demanded of black

cloth. Competition among the buyers of black cloth will intensify, and this

will cause an increase in the price; when the market price exceeds the natural

price, the capital invested in the production of black cloth will obtain a

higher return than that attainable in other industries. The capitalists who

produce that good will be stimulated to expand their production, while new
capital will be transferred from other uses to its production. This will cause

an increase in the supply of black cloth, which at a certain moment can even

exceed the demand; and this will lead to a decrease in the market price.
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The adjustment process will continue until the market price returns to the

natural level.

The natural price is determined by the production costs, but realized on

the market. The fluctuations of the market price depend on the forces of

demand, but are regulated by the production conditions. The adjustment
process described above is an integral part of the market mechanism by

which the economy adjusts itself to its ‘natural’ equilibrium path, it is the

movement through which the ‘invisible hand’ works. Self-interest is the

driving force of the system, the force that prevents the slide into chaos.

A large number of operators, a certain knowledge of the price conditions on

the part of buyers and sellers, the mobility of capital, and the absence of

entry barriers are all conditions that limit the ability of each single agent to

influence the prices to his own advantage. Under such conditions, the market
conditions ensure that exactly those goods in exactly those quantities are

produced which best satisfy the final demand. In an equilibrium situation,

the forces of demand provide for the distribution of capital among the

various industries. While the conditions of supply determine the relative

prices, the conditions of demand determine the relative quantities of goods

produced.

In this view, the market is its own guardian and is capable of complete self-

regulation. So that, while everybody is free to follow his personal interests,
everybody is, in fact, controlled by an impersonal force. Each person is

induced by an ‘invisible hand’ to contribute to the achievement of an eco-

nomic end which was no part of his intentions: this is Smith’s theorem of the

invisible hand. It states that, in conditions of competitive equilibrium:

(a) the productive system will produce those goods the consumers

demand;

(b) the chosen production methods are the most efficient, that is, those

which do not waste any resource;

(c) the goods are sold at the lowest price possible, which is the production

cost inclusive of a normal profit.

The main weakness of this grand construction is that it has remained

unproved. In particular, Smith did not demonstrate either that equilibrium

exists or that it is unique and stable. In regard to these three points, however,

even if they are fundamental, we should not be too hard, as even today

economists are still struggling with the problems of uniqueness and stability,
while those of existence have been solved only recently.

2.2.5. Smith’s three souls

Somebody said that, if you want to know three diverging opinions on

a particular problem, you may ask three different economist chosen

casually; or just one: Adam Smith. The quip is not so venomous as it seems.

73laissez-faire and smithian economics



It suggests a clue to sort out the labyrinth of Smith’s encyclopedism. Actually

there are three different components in Smith’s economic theory; let us call

them macroeconomic, microeconomic and institutionalist components. They

are tightly intertwined and it is difficult to separate them, but it is possible

and useful to do so. We will deal with the third component in the next
section.

The core of the first two components, which will be dealt with in this

section, consists of the theory of surplus and the theory of the individualist

competitive equilibrium. The philosophical roots of the two theories are dif-

ferent; and it would not be difficult to trace the empiricist and moral-

philosophy roots of the theory of competitive equilibrium from the influence

of Hume, Hutcheson, and Shaftesbury; nor would it be difficult to trace the

theory of surplus to its natural-law roots and to the influence of Locke and
Quesnay. However, this is not the place to go deeper into such an argument.

We will add only that, even though Smith seems perfectly aware, at the

philosophical level, mainly of the first kind of influence, the second is no less

strong, as is demonstrated by the presence in his work of the tension, typical

of natural-law philosophy, between the is of history and institutions and

the ought to be of the natural order. This tension was to lead Smith to

foreshadow a theory of profit based on exploitation.

It is possible to trace back most of the successive Smithian orthodoxies to
those two theoretical components: the macroeconomic, based on the theory

of the surplus, and the microeconomic, based on the theory of competitive

equilibrium. The first, for example, is at the base of his theory of growth, and

was in fact formulated in the attempt to adapt Quesnay’s analysis to a non-

stationary economy. The conceptions of the social classes, the analysis of

their different types of income and expenditure behaviour, the distinction

between productive and unproductive labour, the explanation of value in

terms of embodied and commanded labour and, finally, the theory of profit
as a residual income, are all elements of the first component. The second

component, on the other hand, provides the foundation to the theorem of

the invisible hand, to the idea of a competitive capitalist economy as a

natural economic order, to the theory of additive prices in connection with

the explanation of profit as remuneration for risk, and to the theory of wage

differentials. The economic subjects which appear in this second component

are no longer collective agents such as social classes, but individuals: for

example, buyers and sellers of a single good who decide the quantity to
demand or supply on the basis of a price they cannot modify; or single

capitalists who decide to transfer investments from one sector to another in

the search of a higher profit rate.

In order to understand how these two components of Smith’s theory are

really different, yet strictly interrelated, we will consider them at work on a

specific problem: that of the explanation of the nature of labour and the level

of its remuneration.
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Chapter 5 of Book I of The Wealth of Nations begins thus:

The real price of everything, what everything really costs to the man who wants to

acquire it, is the toil and trouble of acquiring it. What everything is really worth to the

man who has acquired it, and who wants to dispose of it or exchange it for something

else, is the toil of our own body. That money or those goods save us this toil. They

contain the value of a certain quantity of labour which we exchange for what is

supposed at the time to contain the value of an equal quantity. Labour was the first

price, the original purchase-money that was paid for all things. It was not by gold or

by silver, but by labour, that all the wealth of the world was originally purchased; and

its value, to those who possess it, and who want to exchange it for some new pro-

ductions, is precisely equal to the quantity of labour which it can enable them to

purchase or command. (p. 133)

This famous passage has been interpreted in two completely different ways
within two different streams of thought.

Ricardo and his followers, the Ricardian socialists, and Marx and the

Marxists have placed the accent on the ‘quantity of labour’ with which the

goods are produced or which is commanded by them. Here labour is

intended as an investment of energy, a productive service that can be tech-

nically specified and measured in objective units, for example, working

hours. This good enters into the production of others on the basis of

objective technical relations, and is exchanged with others on the basis
of objective exchange relations. Its productive role and its value are inde-

pendent from the choices of individuals and from psychological factors.

The determination of its price and its productive role can be set out in

macroeconomic terms, completely ignoring single individuals. This leads to a

theory of distribution that, being based on the notions of ‘wage’ as ‘natural

wage’ and of ‘surplus’ as a ‘deduction from the produce of labour’, cannot

but be a macroeconomic theory, and needs no microeconomic foundations.

In the same way, a theory of value based on embodied or commanded labour
cannot but be an objective theory of value, and needs no psychological

foundations.

A completely different interpretation of the passage has been given by

Jevons on the basis of theories put forward by Bentham and Gossen—an

interpretation which has been accepted by all the neoclassical economists. It

must be recalled, however, that Galiani had already tried to interpret the

labour theory of value (of Locke and Petty) in this way. Jevons placed the

accent on the ‘toil and trouble’ of labour. This was now defined as ‘any
painful exertion of mind or body undergone partly or wholly with a view to

future good’ (p. 189). Evidently, we are dealing with ‘a case of negative

utility’. Its measurement is expressed in terms of ‘pain’, and it is impossible to

define it objectively. In fact, each individual has his own idea of how ‘painful’

his own work is. A theory of the price of labour based on this interpretation

must have microeconomic foundations, in that it must take into considera-

tion individual choices. Thus the theories of value and distribution that treat
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labour in this way cannot avoid dealing with the psychology of individuals;

and they can, with good reason, be defined as subjectivist theories of value

and distribution.

There is no doubt that this passage by Smith can be legitimately inter-

preted in both ways. But this is not all. In Chapter 10 of Book I, Smith
tackles the problem of wage differentials:

The whole of the advantages and disadvantages of different employments of labour

and stock must, in the same neighbourhood, be either equal or continually tending to

equality. If in the same neighbourhood, there was any employment evidently either

more or less advantageous than the rest, so many people would crowd into it in the

one case, and so many would desert it in the other, that its advantages would soon

return to the level of other employments. This at least would be the case in a society

where things were left to follow their natural course, where there was perfect liberty,

and where every man was perfectly free to choose what occupation he thought proper

and to change it as often as he thought proper. Every man’s interest would prompt

him to seek the advantageous, and to shun the disadvantageous employment.

(pp. 201–2)

This passage seems to prove the neoclassical interpretations correct. In fact,

the reference to individual choices is clear when Smith speaks of ‘every man’

and of his freedom to ‘choose’. The confirmation of the legitimacy of this

interpretation is given by the fact that, according to Smith, the first
determinant of wage differentials consists in the ‘agreeableness or disagree-

ableness’ or the ‘ease or hardship’ of the work. Thus, in order that ‘the

advantages and disadvantages of the different employments’ become equal,

the wage differentials must reflect the differences in hardship. This would

happen under free competition, in a situation in which ‘perfect liberty

[existed] and where every man was perfectly free to choose’. We are referring

to this point of view when we speak of the theory of individualistic

competitive equilibrium as the microeconomic component of Smith’s thought.
Ricardo andMarx, of course, would not agree with such an interpretation.

And they would not be completely wrong. In fact, the second determinant of

wage differentials consists of the high or low cost of training; and this can be

interpreted as an objective determinant. In fact, the training costs of a labour

skill, as Marx was to suggest later, are given by the quantity of labour

employed to produce a certain working ability, and can be determined by

referring to the ‘educational technology’ available in a given society in a

given period, which is again an objective and macroeconomic phenomenon.
We are referring to this type of interpretation when we speak of the theory of

surplus as the macroeconomic component in Smith’s thought.

We will see that almost all Smith’s followers in the period from the pub-

lication of The Wealth of Nations to the end of the Napoleonic Wars

developed their ideas in relation to the theory of individualistic competitive

equilibrium. This fact explains why Ricardo, in order to re-establish the

authority of Smith’s theory of surplus, had to bring about a revolution by
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taking Smith himself as his favourite target. We should like to add here, for

clarity, that a fundamental contribution to the theoretical development and

the cultural success of the microeconomic component of Smith’s thought, to

the detriment of the macroeconomic side, was given by Bentham, the

founder of utilitarianism. We will discuss this later.

2.2.6. Smith as an institutionalist

The third component of Smith’s thought, which has been neglected for over
200 years, has recently been rediscovered and revalued, mainly due to the

contemporary revival of institutionalist thought. The institutionalist

foundations of Smith’s thought can be traced in The Theory of Moral

Sentiments, published in 1759, and in the Lectures on Jurisprudence held at

Glasgow University during the years 1762–63 and 1763–64. Institutionalism

may therefore appear to represent the philosophical approach that Smith

followed before he wrote The Wealth of Nations, an approach that was to be

eclipsed by the discovery of the ‘invisible hand’. In reality Smith never
abandoned the basic convictions he expounded in the works of his youth, as

shown by the fact that he continued to publish revised editions of The

Theory of Moral Sentiments up to the sixth, issued in 1790. Moreover, as

recent research has brought to light, substantial elements of institutionalist

thought can also be found in The Wealth of Nations. In point of fact, this

work should be read as an investigation into the institutional conditions that

make the achievement of public prosperity possible through pursuit of

private interest.
The theories attributed to Smith by the various free trade orthodoxies,

from classical to neoclassical, should be reconsidered in the light of an

institutionalist interpretation. For example, the thesis whereby the market

mechanism is necessary and sufficient for the constitution of social cohesion

fails to capture the full wealth of Smith’s thought. First, Smith conceives the

market as a set of institutions: private ownership, ban on monopolistic

practices, etc. In addition, and even more important, in Smith’s opinion,

another two spheres of human action play a fundamental role in constructing
social harmony: those of moral and legal rules. One distorted interpretation

sees Smith as a theoretician ofHomo oeconomicus, a philosopher who defines

the social agent as an autonomous, rational, and self-interested individual.

In reality, Smith had a concept of man as a subject blessed with multiple

selves, whose soul was characterized by different and contrasting sentiments.

Broadly speaking, there are selfish and altruistic sentiments.

The first category includes: the desire to improve one’s life; the desire for

social esteem, to which pride and sense of honour are related; the desire to be
admired by others, in other words, vanity; the desire to accumulate property

and wealth, or avarice; the desire for power and domination; the desire to

lead an easy life and avoid all effort. Clearly, these sentiments do not all boil
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down to utilitarian egoism, i.e. the inclination to maximize one’s utility which

the invisible hand could bend to serve the interests of the community.

Some of these sentiments give rise to strong externalities and contribute to

obstruct the market mechanism. Avarice, for instance, accounts for the

impulse to accumulate, but also for the propensity to exploit others instead
of applying oneself to the efficient production of income. Nowadays this

would be called ‘opportunism’. The need for social esteem and power con-

tributes to obstructing the competitive mechanism when they lead to

the build up of monopolistic situations. These sentiments lead to ‘man’s

natural insolence’ which causes inefficiency precisely through opportunism.

The tendency to avoid effort, as emerges from Smith’s critique on the laws of

apprenticeship, may give rise to productive inefficiency, by inducing idleness

at work. Unlike a piece-worker, an apprentice is not paid on the basis of his
productivity; he therefore tends to provide second-rate work and little effort.

But this inclination generates inefficiency also when it is associated with

accumulation of wealth. Very wealthy people lose interest in economic activ-

ity. Landowners from the aristocracy dedicate much of their life to lavish

consumption and besides not worrying about putting by the income neces-

sary to increase their wealth, they do not even take the trouble to manage

efficiently the production activities from which their wellbeing derives. On

the other hand, their bailiffs and agents have no incentive to increase pro-
ductivity, since they do not own the land or the wealth they manage, and

therefore tend to act in a ‘negligent, uneconomical and oppressive manner’.

But this problem is not confined to the aristocracy alone. The same vice also

affects the bourgeoisie, as capitalists tend to lose their parsimonious spirit

when they earn very high profits. And if ownership is organized in the form

of a joint stock company, a separation between ownership and control arises

which generates the well-known problems of managerial inefficiency, with

executives failing to manage other people’s money with the same ‘concerned
alertness’ that the owners would use; ‘negligence and waste’ then ensue.

In conclusion, it can be said that for Smith self-interested behaviour is not

sufficient to generate social harmony in the presence of perfect liberty. Some

form of moral and institutional restraint is necessary.

Fortunately, human nature is also endowed with altruistic sentiments,

like benevolence, which prompts the individual to please his fellow men and

directly generates co-operative behaviour. Others, like sympathy, are more

ambiguous. Sympathy is the ability to imagine oneself in the situation
of others in order to assess their reactions to one’s decisions. Also rather

ambiguous is the love of praise, the desire for social approbation—

ambiguous because it has both egoistic and altruistic implications. The

individual practises sympathy in order to gain his fellow’s approbation and

avoid his disapprobation. In this way, he endeavours critically to examine his

own behaviour towards others and that of others towards himself. This is

how the moral and behavioural rules that contribute to social cohesion are
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created. These rules are accepted by a community and internalised by the

individuals who belong to it. They build up in each individual’s mind a sort

of social conscience which Smith called ‘an impartial spectator’. Social

control on individual behaviour operates through the judgements and orders

of this spectator.
Seen in this light, the ‘invisible hand theorem’ ismuchmore interesting than

traditional micro-economics textbooks suggest. In the market, economic

agents do not exchange goods only, but also messages of approbation or

disapprobation, so that individuals, albeit behaving in a self-interested way,

tend to do so complying with the legitimate expectations of others as well as

moral rules. In this way opportunism is kept at bay and co-operative beha-

viour is stimulated. In short, the invisible hand that contributes to con-

structing the good of all, appears to be that of the impartial spectator rather
than that of utilitarian greed. Free competition seems to be regulated by the

law of sympathy not by that of the jungle. And that is why the market works.

Furthermore, despite his insistence on the laws of nature, Smith did not

treat human nature as a ‘natural’ fact, an exogenous datum. Instead, he

endeavoured to identify the processes by which the social context influences

the formation of the person. He pinpointed one very important personality

building mechanism, which consists in the inclination of people to emulate

individuals who rank higher on the social ladder of wealth and prestige. In
this way, not only are moral rules socially established, but also those very

sentiments that determine human choices. Thus the thirst for enrichment, for

example, is an attitude typical of a particular social setting, that of modern

capitalist economies, within which it has the function of stimulating initiative

and innovation; but it tends to foster exploitation and the formation of

monopolies when the impartial spectator is weak. Smith made it quite clear

that there is nothing ‘natural’ about this attitude and that, what is more, it

often proves to be misleading in the pursuit of individual happiness and
common good.

The legal rules are no less important than the moral rules. Here too ortho-

dox liberal interpretations have provided a partial and distorted reading of

Smith’s thought, an interpretation in which the state is seen as a body that is

neutral and external to society. In this perspective the state is considered as a

simple emanation of the will of civil society, which on the ground of its

capacity for self-constitution in the exchange sphere, would delegate to the

political authorities only the function of producing a few essential public
goods, such as justice, national defence, economic infrastructures. Thus the

harmony that society would naturally generate in markets, would not be

altered by the legal rules, nor would the latter contribute in any decisive way

to forming this harmony.

Smith did not see it in quite the same light. First, he was perfectly aware of

the fact that, in the exchange sphere, the economic agents enter into a non-

co-operative type of relationship with each other which can impair public
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interest rather than foster it. Second, he observed that, in the endeavour to

pursue their objectives, individuals organize themselves into social groups

directed at increasing their members’ power. Third, he studied the state as an

apparatus which is continually crossed by economic conflict and an instru-

ment with which coalitions pursue their particular interests. The invectives
which the Scottish economist hurled at the great commercial companies

as well as at the governments who favoured them by granting licences

and privileges and adopting mercantilist policies, are well known. Similarly

well known is his criticism of a judicial system in which he who asks for

justice ‘with a large present in his hand’ obtains ‘something more than

justice’.

One field in which the powers of State are exercised in a strongly non-

neutral way is the regulation of the labour market and determination of
wages. Smith, unlike the mercantilists, argued that a subsistence wage was a

fact rather than a normative principle. According to him there is no valid

ethical reason why a wage should be fixed at subsistence level. Nevertheless,

historical observation showed that its ‘natural’ value tended to stabilize

precisely at that level. Unlike later classical economists, however, Smith did

not think this tendency was caused by natural economic mechanisms, such

as the dynamics of the population and of labour demand. While he did not

overlook the role played by these factors, he saw clearly that this was pri-
vileged territory for social conflict and that the classes enter it with political

instruments which are powerful, yet asymmetrically distributed. The cap-

italists enter it in a position of strength. Since they are less numerous than

the workers, they have easier access to monopsonistic practices of the type

that aims to control the demand price; in short, they may easily agree on the

maximum wage to pay workers, and so avoid competing with each other.

Furthermore, since they are very wealthy, they have a greater capacity to

resist in industrial actions: they do not face the risk of starving to death
after a strike or lock-out. Finally, and this is the most important factor,

they control the state and use it to strengthen their own bargaining power

by, for example, making it issue anti-combination laws. In this way wages

are pushed to subsistence level. The forces of demand and supply now and

then avert the market wage from the ‘natural’ wage but they cannot alter its

basic trend. This is nothing else but a political-institutional theory of the

long run normal wage. It should be added that subsistence consumption

was not defined in purely biological terms. On the contrary, it was con-
sidered as determined by the habits and customs that prevailed in a given

historical period and in a given society. Thus, not only is the magnitude of

the real wage institutionally determined, but its composition too.

Smith did not confine the state and the normative institutions to an

external and neutral sphere with respect to that of social action. They all

operate within civil society and the markets, thus contributing in a sub-

stantial way to control individual behaviour as well as the mechanisms of
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production and accumulation of wealth. Legal and moral institutions are

endogenously determined in the process whereby society and the economy

are self-constituted and self-regulated.

All this induces us to consider the predominant liberal interpretation of

Smith as unsatisfactory. A recent version of this interpretation has been put
forward by Coase, who believes the market is a perfect substitute for bene-

volence—in the sense that by arriving where benevolence cannot, it succeeds

in achieving much more than the latter. This seems to be a rather aporetic

interpretation. On the one hand, Coase admits that to work well, the market

presupposes the practice of benevolence and the respect of a mercantile

moral code by all the agents; on the other, he argues that market perform-

ance depends solely on the egocentric interests of those who take part in it. In

other words, market existence presupposes the practice of certain virtues, yet
these practices have no bearing on the results of the market process. But why

ever should a rational subject practise a virtue such as benevolence if the

results obtainable through market interaction can be achieved irrespective of

those practices?

The opinion that any concern for other persons is redundant finds con-

firmation, according to this interpretation, in the famous passage in The

Wealth of Nations where Smith says that ‘it is not from the benevolence of

the butcher, the brewer or the baker that we expect our dinner but from their
regard to their own interest’. This celebrated maxim seems strangely to

contrast with another less well known but just as authoritative, which opens

The Theory of Moral Sentiments: ‘how selfish soever man may be supposed,

there are evidently some principles in his nature which interest him in the

fortune of others and render their happiness necessary to him though he

derives nothing from it except the pleasure of seeing it’. Attention should be

paid to the adjective ‘necessary’: Smith intends to suggest here that attention

for another is a fundamental part of human nature, and therefore that to
assume its existence is essential to the understanding of all human choices,

including economic ones.

Smith’s ‘schizophrenia’ has given rise to much debate, and lengthy dis-

cussions have taken place between historians of economic thought on an

Adam Smith problem. Undoubtedly, some of Smith’s contradictions and

ambiguities may lead to contrasting interpretations and no one can claim

that his own interpretation is the authentic one. But in the case of the con-

tradiction under discussion, we think it is possible to give a convincing
explanation: the controversial passage in The Wealth of Nations presupposes

in its enunciation the theories set out in The Theory of Moral Sentiments, and

in particular those concerning the existence of a fundamental system of ‘rules

of economic and civil morality’ based on sympathy. This system of rules

guarantees orderly functioning of the market without the individuals having

continuously to resort to enforcement to compel their counter-parties to play

by the ‘rules of the game’. So the above maxim merely says that a market
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economy would be in a position to function even if the ulterior motives of all

the participants were exclusively self-interested: it is an exaltation of the

soundness of the organization of the economic activities permitted by the

market rather than a negation of the relevance of the intrinsic motivations.

But, more generally, Smith appears to argue that only within a relational
type of social structure, systematically fuelled by the practice of ‘moral

sentiments’, is it possible for the pursuit of self-interest to produce positive

results, in other words, for ‘the gains of both (parties)’ to be ‘mutual and

reciprocal’, as he affirms in the chapter ‘Of the natural progress of opulence’

in The Wealth of Nations.

Regrettably, following the hegemonic influence of utilitarian culture,

especially in the version embraced by the marginalist theory, a particular

interpretation of Smith’s arguments has prevailed in the mainstream which
transformed the ‘special case’ of egocentric agents into a ‘highly representative

case’, thus exposing economic theory to the ‘hyper-minimalist’ anthropology

of Homo oeconomicus. But today, in the light of more recent institutionalist

research, it can be said that, thanks to the plurality of philosophical influences

to which his thought has been subjected, Smith has built up a richer and

more complex theoretical system than that attributed to him by the many

interpreters who have endeavoured to eliminate the ‘contradictions’.

2.3. The Smithian Orthodoxy

2.3.1. An era of optimism

The forty years between the publication of The Wealth of Nations and that of

Ricardo’s Principles was a period of enthusiasm and optimism—both for the
English middle class, which was involved in the most intense phase of the

Industrial Revolution, and for the Continental middle class, the French in

particular, which was endeavouring to realize the Enlightenment dream.

None of the intellectuals of this period, perhaps, represents this wave of

enthusiasm better than William Godwin, with his theses about human per-

fectibility and his radical reform programme, and Antoine Nicholas de

Condorcet, with his idea of the continual progress of scientific knowledge

and the moral bases of social life.
There were also more pessimistic voices, of course. One was that of

Thomas Robert Malthus, who, in 1798, in a polemic against Godwin’s

optimism, published the Essay on the Principle of Population. However, this

was the isolated voice of a conservative pastor, a member of a class that

could not be expected to be anything but pessimistic in a period in which the

middle classes, its goods, its weapons, and its ideas, triumphed on every

front. The ‘Malthusian population principle’ is a sharp and clear expression

of traditional religious pessimism in the face of avaricious nature and the
effects of human intemperance, which Botero, Cantillon, Ortes, and others
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had already expressed: the means of subsistence offered by nature grow

according to an arithmetical progression, while the number of mouths to

feed would increase at an exponential rate if they were not curbed by natural

scarcity. Besides this, Malthus was able to draw out the political con-

sequences of his ‘principle’. As the lower classes could not, unlike the others,
use moral restraint to control the catastrophic effects of natural laws, let

nature, therefore, look after itself. Ergo: charity and assistance to the poor

must be discouraged and abolished.

From the point of view of economic theory, the population principle is

important above all for the use that Ricardo and Torrens were to make of it

in connection with their theories of wages. But it also had important

implications for the decreasing returns in agriculture, a subject on which

James Anderson had anticipated Malthus on some important matters. We
will speak more about this in the next chapter.

Malthus, at any rate, was an exception in respect to the general optimism

of the Smithian economists. ‘Smithian’ is perhaps the best term to define

a kind of political economy that had finally found, in The Wealth of Nations,

its foundations. For the first time, all over Europe, economists discovered

that they were speaking the same language and had the same ideas of

the aims, limits, and scope of economic science: those assigned to them by

Smith.
This theoretical homogeneity, finally found after such a long search, did

have its price, as is shown by the scant progress made by economic analysis

in this period. But the aspect most worth highlighting in the panorama of

Smithian economics is this: the few economists who did make some original

contribution were all working within only one of the three components of

Smith’s thought, that of the individualistic competitive equilibrium, while

they overlooked the macroeconomic and institutionalist components.

2.3.2. Bentham and utilitarianism

One of these contributions was utilitarianism, the natural conclusion of a line

of thought which had been developed especially in Great Britain and which
finally led to the work of Bentham.

First of all, utilitarianism provided a new way of conceptualizing human

motivation towards action. The increasing specialization of labour and,

more generally, the nature of capitalist production had led to the consid-

eration of individuals, not as integrated parts of an interdependent whole,

but as social atoms fighting with impersonal and unchangeable market

forces. As the belief spread that the economic agent is a self-interested and

competitive being, the idea also gained ground that all reasons for human
action spring from the desire to obtain pleasure and avoid pain. This belief is

the heart of utilitarianism, whose normative formula, taken from Helvetius

and Beccaria, is: ‘the greatest happiness for the greatest number’.
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Its canonical expression is found in the writings of Jeremy Bentham, espe-

cially in An Introduction to the Principles of Morals and Legislation (1789).

The book opens with the assertion according to which every human

motivation, at every place and time, can be traced back to a single principle:

the desire to maximize utility—‘that property of any object, whereby it tends
to produce benefit, advantage, pleasure, good or happiness’ or to prevent

‘mischief, pain, evil, or unhappiness to the party whose interest is considered’

(p. 86). By tracing all human motives back to a single principle, Bentham laid

the grounds for the construction of a science of human happiness—a science

endowed with mathematical precision just like physics. And he even sug-

gested a method for the quantification of pleasures: ‘The value of a pleasure

or pain will be greater or less according to several circumstances: its

intensity, its direction; its certainty or uncertainty; its propinquity or
remoteness; its fecundity; its purity; its extent’ (p. 97).

Another pillar of Bentham’s theory was the idea that human beings,

besides being hedonists, are also self-interested: ‘In the general tenor of life,

in every human breast, self-regarding interest is predominant over all other

interests put together . . . Self-preference has place everywhere’ (Economic

Writings, III, p. 421).

Lastly, the third pillar of Utilitarian ethics is consequentialism, the theory

which affirms that the moral judgement of an action refers to the con-
sequences it produces and not to the intentions of those who promote it. If

the consequences are good, the action will be judged as morally good. On the

other hand, a consequence is considered good when it increases the utility of

at least one individual.

All the three ideas were to be assimilated into successive theories of utility-

value. Smith had rejected the conception according to which the exchange

value can be explained by the utility of goods. He used the famous example

of water and diamonds (water possesses a high use value and a low exchange
value, in exact opposition to diamonds) to illustrate the absence of a

necessary relationship between utility and value. The neoclassical economists

were to explain later that it was not the total utility of a good that determines

its exchange value but the marginal utility, or rather the increase in utility

which is derived from a small increment in the availability of a good.

Bentham, however, had already reasoned in more or less the same way:

The terms wealth and value explain each other. An article can only enter into the

composition of a mass of wealth if it possesses some value. It is by the degrees of that

value that wealth is measured. All value is founded on utility . . .Where there is no use,

there cannot be any value. (An Introduction . . . , p. 83)

And again:

Value in use is the basis of value in exchange . . .This distinction comes from

Adam Smith but he has not attached to it clear conceptions . . .The reason why water

is found not to have any value with a view to exchange is that it is equally devoid of
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a value with a view to use. If the whole quantity required is available, the surplus has

no kind of value. It would be the same in the case of wine, grain, and everything else.

(pp. 87–8)

The principle of marginal utility and its link with the theory of value is

anticipated here, albeit in a confused way and without questioning Smith’s

authority to any great extent.

2.3.3. The Smithian economists and Say

Bentham was the first of the Smithian economists to seek the explanation of

value in use value rather than in the cost of production, a tendency that may

seem surprising to those who are accustomed to identifying ‘classical’ theory

with Ricardian theory.
This tendency was extremely clear in Smith’s German followers. For

example, Friedrich Soden transformed Smith’s distinction between use value

and exchange value into that of ‘positive’ and ‘comparative’ value, main-

taining that only the former is a value in the real sense; and that it depends on

the utility the goods have in respect to the needs they must satisfy. Johan

Friedrich Lotz pushed forward in this direction until he managed to make

the comparative value, which expresses the comparison between two positive

values, depend on the scarcity of goods and on the sacrifice that must be
made to make them available for the satisfaction of needs.

But the person who followed this road to the point of knowingly going

beyond Smith was James Maitland Lauderdale, who not only rejected

Smith’s theory of value but also recognized the implications of such a

rejection for the theory of production. With regard to value, Lauderdale

concentrated his analysis on the forces of supply and demand, endeavouring

to explain the latter by the subjective factors that define human needs and the

former by the scarcity of the goods necessary to satisfy those needs. In regard
to production, he was one of the first to put forward the argument that, to

understand the role played by machinery in the productive process and in the

production of wealth, it is necessary to focus not so much on its ability to

co-operate with labour as on its ability to substitute for it. This view logically

leads to a theory of three productive factors, labour, land, and capital and

their combination in the production process.

Similar arguments were put forward in France by an economist who,

unlike Lauderdale, still considered himself a follower of Smith: Jean-Baptiste
Say, the ‘optimist’. Say combined in an unusual way the two basic arguments

of the Smithian theory of value, the one concerning the dependence of the

variations of market prices on the forces of supply and demand and the other

relating to the dependence of natural prices on the conditions of production.

He thus formulated a theory which was rather more similar to that of

Galiani, whose influence was still strong in France, where it had been
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consolidated by Condillac. The value of goods depends on the forces of

demand and the costs of production. The utility of goods acts on the former,

whereas the difficulties met in supplying them underlies the latter.

It is interesting to see which theories of production and distribution were

linked to such a theory of value. The production of goods requires the
utilization of three types of ‘productive service’: those of labour, capital, and

land. As the value of goods depends on the demand and the efforts sustained

to satisfy it, and as such efforts require the utilization of all three of

the productive services, value cannot be entirely reduced to labour: all three

services contribute to its formation. Furthermore, each productive service

receives an income that is determined by the demand for the goods it con-

tributes to produce. The intermediary between the product markets and the

productive service markets is the entrepreneur. He compares the price that
the consumers are prepared to pay for a good with the expenditure necessary

to produce it, that is, with the costs of the productive services. In this way the

demand for consumer goods is transformed into the demand for productive

services, and the prices of the latter turn out to depend on their indirect

contribution to the satisfaction of consumer needs.

The concept of the dependence of the values of goods on the prices of all

the productive services, a vague rationalization of Smith’s additive theory of

prices, led Say almost naturally, although in a confused way, to a strange
theory of distribution—strange with respect to its Smithian origin: each

productive service receives a price which is equal to its productive contri-

bution. Thus, the capitalist economy is not only efficient in the allocation of

the resources, as stated by the theorem of the invisible hand, but also

equitable in the distribution of income. There is an undoubted link between

Say and Smith, but Marx was right about the nature of this link when he

stated, in the Theories on Surplus Value, that ‘Say separates the vulgar

notions occurring in Adam Smith’s work and puts them forward in a distinct
crystallized form’ (iii. 501).

Say also went beyond Smith in his attempt to justify laissez-faire philo-

sophy. Although Smith restricted himself to maintaining that the greed of

capitalists would lead a competitive economy to allocate the resources in

such a way as to satisfy the demand for the goods on the various markets, he

also pointed out that the adjustment process would have to pass through the

continual appearance and disappearance of sectoral disequilibria which

would never be completely eliminated. The problem remained as to whether
such disequilibrium situations would compensate for each other, so as to

ensure equality between aggregate supply and demand, or would generate

macroeconomic malfunctioning. Smith seems to be vaguely indicating the

second possibility when he theorized the tendency of the rate of profit to fall

as a consequence of an excess supply of capital in all the industries.

On the contrary, Say tried to demonstrate the impossibility of a general-

ized excess supply. This is the famous Say’s Law, also known as the loi des
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débouchés or ‘law of markets’, according to which supply always creates its

own demand. Say first restricted himself to observing that the value of the

aggregate production is necessarily equal to the aggregate value of the dis-

tributed incomes. This is an accountancy identity that nobody would object

to. As incomes are purchasing power, it is also possible to say that the
produced goods always create the purchasing power corresponding to their

value. From here to say that the production always creates its own demand

may seem a small step. In fact it is enormous. One must add that incomes are

entirely and immediately spent—a hypothesis that Say endeavoured to jus-

tify, especially in his Cours complet d’économie politique pratique (1828), in an

attempt to reply to the various criticisms aimed against his first formulation

of the law, and taking into consideration the controversies that had

developed both in England and on the Continent. However, the simplest and
clearest explanation of the hypothesis on which the validity of the law

depends is to be found in the Traité d’économie politique (1803):

It must be stressed that any commodity whatsoever, as soon as it is brought to the

market, offers an outlet to other products for the whole amount of its value. In fact,

when a manufacturer has produced a commodity, he has an extreme need and wish to

sell it, so that its value does not dissolve in his hands. But he is no less willing to get rid

of the money he obtained from the sale of the commodity, precisely in order to prevent

the value of the money vanishing by remaining idle. Now, one cannot get rid of one’s

own money except by purchasing some product. Therefore it is clear that the very

production of a commodity immediately opens an outlet to other products. (pp. 141–2)

Thus the purchasing power generated from the production process is no
longer only potential demand; it is also, and always, effective demand. This

leads to the conclusion that situations of aggregate excess supply are

impossible, even when all the single markets are in disequilibrium. Say’s Law

excludes the possibility of crises or general gluts. At this point it still remains

to be seen if it also excludes unemployment. We will return to this argument

in the next chapter, when we deal with the Ricardian use of Say’s law.
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3

From Ricardo to Mill

3.1. Ricardo and Malthus

3.1.1. Thirty years of crisis

The thirty-year period from the Congress of Vienna (1815) to the 1848

revolutions was of crucial importance for the history of Europe. It is known
as the ‘Age of Restoration’. In reality, it was a period of deep economic and

social changes and sharp political crises; a period full of conflicts, marked as

it was by the attempt of the aristocratic powers to restore the traditional

absolutist order just when the Industrial Revolution was definitively

undermining the economic foundations of that order. It is not surprising

that, by comparison with the almost total peace in European international

relations, there were almost permanent civil wars in the countries affected by

most intense conflicts and social change.
Despite this, the Holy Alliance managed to maintain internal order in all

the countries it dominated—practically all the nations of Central and

Eastern Europe, including Italy and Germany. In some of these countries,

political uprisings led by democratic forces occurred repeatedly and with

increasing intensity during the thirty-year period until the great revolution-

ary upheaval in 1848, but they were always defeated. The reason for this can

perhaps be traced to the small mass base that the existing social structures

offered the democratic movements; and underlying this situation was
undoubtedly the slow process of capitalist accumulation and the relative

backwardness of the economic structures of these countries.

The evolution of the political conflict assumed special characteristics in the

two most advanced European countries, France and England. Their political

systems were based on three great parties: reactionary, liberal, and demo-

cratic. These obviously assumed different names, programmes, and political

structures in the two countries over time, but the tripartite structure

remained constant throughout the period. Well-defined social forces
underpinning this structure gave the parties stability and political context.

These forces can be identified in Smith’s three social classes: the landlords,

the bourgeoisie, and the proletariat.

In the first phase, c.1815–30, which was the Age of Restoration in the strict

sense, power was firmly held by the reactionary forces in the two countries.

Against these, an alliance of the other two political forces formed, Whigs and

Radicals in England and Orleanists and Republicans in France. This alliance



provided the mass base which led, in 1830, to the July Revolution in France

and the Whig election victory in England. The result of the two victories was

the institution of two constitutional parliamentary regimes, albeit with very

limited electoral bases. In France, the wealth requirements and the voting

age were lowered so as to raise the number of electors to 240,000, just one
per cent of the population! In England, where a parliamentary system had

existed for some time, there was an electoral reform in 1832, which eradic-

ated the system of ‘rotten boroughs’ (in which the sparsely populated

country boroughs, controlled by the landowners, were much more highly

represented in parliament than the more populous town electoral dis-

tricts, where a majority of bourgeoisie and industrial proletariat lived).

Furthermore, the number of electors was raised from 500,000 to 813,000.

After the reforms the ‘industrialists’ were satisfied, the landowners gave up
their hegemony, and the proletariat had to start all over again. The demo-

cratic party became more radical in a socialist sense, and this gave the lib-

erals one more reason to break away from the alliance. In England, some of

the Radicals joined with the trade union movement to form the Chartist

party, a political group that fought for the extension of political rights to the

workers as a condition for the attainment of some more advanced economic

and social goals. In France, a socialist movement formed that tended to

differentiate itself more and more clearly from the liberal forces and, as in
England, tried to unite democratic political claims with social-emancipation

objectives which were incompatible with the economic structure of a capit-

alist system.

The class struggle, far from weakening, became more bitter after 1830.

Above all, there was a qualitative change, with the conflict between the

landowners and the ‘industrialists’ becoming less important than that

between the popular masses and the privileged classes. The end result was the

1848 revolution, which in France turned into a proletarian blood-bath and
the definitive attainment of the bourgeois hegemony over the whole society.

In England, where the workers’ movement was stronger and everybody had

expected a proletarian revolution, 1848 ended in a farce, with the pre-

sentation of a Chartist petition to Parliament. In both countries, 1848 closed

an era of conflict and opened one of social peace.

3.1.2. The Corn Laws

In England, the thirty years from the passing of the Corn Laws (1816) to

their repeal (1846) can be defined, in terms of economic theory, as ‘the Age of

Ricardo’. It was at the beginning of this period that David Ricardo proposed

his own economic theory; and whether the economists of the period exalted,
discussed, misrepresented, or criticized the Ricardian approach, it is a fact

that all the English economic research of those years was involved with it.

Needless to say, the controversies were bitter; in fact, they were at least as
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strong as the political implications of the theories in question and the violent

class conflicts to which they referred.

The first fundamental class conflict involved workers and capitalists. In the

next chapter we will discuss the theoretical formulations to which it gave rise.

Here we will focus on another great conflict thatmarked English society in the
period of its industrialization: that involving the landowners and the capit-

alists. The conflict mainly manifested itself in the battles for the control of

Parliament, the real object of the fight being whether England should remain

an agricultural economy or should instead accelerate the rhythm of its

industrial growth. The Napoleonic wars, by drastically reducing the imports

of food supplies, had provoked a substantial increase in the prices of cereals, in

particular corn; the prices of manufacturing goods, on the other hand, had

increased less rapidly than agricultural products and wages. In 1816, at the
end of a long period of war, the landowners managed to convince Parliament

to approve the famous new Corn Laws; tariffs were fixed at such a high level

that corn, the foreign prices of which were much lower than the internal ones,

could not enter the country at all. The economic implications of this operation

are clear, and can be summarized as follows. The protectionist barriers

allowed the maintenance of high land rents to the detriment of profits, given

the rigidity of real wages. The opposition of themanufacturers was strong, not

only because of the redistribution effects of the protectionist barriers but also
because these prevented English industry from taking advantage of its higher

level of productivity with respect to its European competitors.

The battle lasted for about thirty years, but in the end the persuasive force

and pressure that the bourgeoisie managed to exercise at the political and

cultural level led to the complete repeal of the Corn Laws. The event, which

was made possible by Ricardo’s decisive theoretical contribution, sanctioned

the definitive hegemony of the bourgeoisie in the English society.

Ricardo’s principal opponent in this battle was Thomas Robert Malthus,
who supported the landowners’ point of view in all the theoretical debates.

The most important works of the two economists were published at about

the same time: Ricardo’sOn the Principles of Political Economy and Taxation

in 1817, Malthus’s Principles of Political Economy in 1820. In reality, the

economic theories of Ricardo and Malthus developed together, intertwined

with each other, having in common just enough of a methodological base to

allow for dialogue, while finding themselves in conflict in regard to prac-

tically every theoretical conclusion of any political importance. For this
reason, the best way to understand the essentials of the two approaches is,

perhaps, to study them together.

3.1.3. The theory of rent

In 1815, at the climax of the debate on the Corn Laws, five pamphlets were

published: two by Malthus, one by Edward West, one by Robert Torrens
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and, finally, one by Ricardo. The common ground these five papers had at

the analytical level, in spite of their theoretical and political differences, was

the use of the theory of differential rent—a theory that seems to have been

formulated independently by the first three of these economists. Ricardo

himself had no hesitation in acknowledging Malthus as the founding father.
However, we should not forget that the basic elements of the theory of

differential rent had already been proposed by James Anderson in 1777.

In order to understand the gist of Ricardo’s theoretical system, it is useful

to begin with an extremely simple model of an economy in which the agri-

cultural system only produces one good, let us say corn, by means of itself

(seeds) and labour. In fact, we are not doing much injury to Ricardo by using

such a simple model, as he himself implicitly used similar hypotheses in the

above-mentioned pamphlet.
The levels of net corn production, Ga, Gb, Gc, Gd, Ge that can be obtained

from five types of land, A, B, C, D, E, scaled in decreasing order of fertility,

are shown in Fig. 3. Let us assume that a fixed quantity of seeds and a fixed

quantity of labour, say, one worker, are used on each acre of land. If we

begin from a situation in which only one kind of land, A, is cultivated, the

production of corn net of seeds will be Ga. Let us assume that it is necessary

to increase production. If the cultivation is extended to land B, the net

production will increase to GaþGb, and if land C is also cultivated the
production will be GaþGbþGc and so forth. A movement to the right along

the horizontal axis implies an increase in production and an increase in the

plots of land cultivated.
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Let us assume that on the least fertile of the cultivated plots there is no

rent; and that the real wage wr is fixed. If the plots of land of types A, B, C,D,

and E are the only ones to be cultivated, the capitalist who works on the least

fertile plot, E, will produce an amount of corn (net of seeds) equal to Ge and

will make profits equal to (Ge�wr). The other capitalists, working on the
more fertile land, would obtain higher profits if they didn’t have to pay rent.

For example, on land D the profits would be (Gd�wr)> (Ge�wr). On land C

they would be greater than on D, and so forth. In this case, however,

competition will raise the demand for the more fertile plots; and this will

allow theowners to extract higher rents; themore fertile the land, thehigher the

rent. In competitive equilibrium all the capitalists will earn the same profit

rate since the product that can be obtained from intramarginal lands over

and above that of the marginal land will be entirely swallowed up in rent. In
Fig. 3 the rents are represented by the shaded area, the total wages by the

area 0 wrwre, and the profits by the area wrp pwr. This is the theory of

extensive differential rent.

The theory was criticized as it seemed to imply, against the evidence, that

no rent is paid on marginal lands. Say criticized Ricardo in this way; Ricardo

found it an easy task to defend himself, but did so only in a footnote in the

second edition of the Principles, and in a rather too synthetic and obscure

way, so that many economists continued to try to resolve the problem by
using the concept of ‘absolute rent’.

In order to understand why differential rent is also paid on the marginal

pieces of land, we only have to reinterpret it as ‘intensive rent’. In this case,

Fig. 3 should be read in the following way. All the land available in a country

is cultivated. For simplicity, let us assume that all the plots are equally fertile.

In order to obtain increases in production, there must be further investment

of capital and labour on the already cultivated lands. The histogram in Fig. 3

now represents the increments in production that can be obtained as the
investment of capital and labour increases. Let us assume that the capital:

labour ratio is fixed. Now the horizontal axis no longer measures the area of

the cultivated land (all the available land being cultivated), but the level of

employment. A movement to the right along the horizontal axis no longer

represents an extension of the cultivation given the labour : capital : land

ratios, but an intensification of the cultivation with increases in the labour:

land and capital : land ratios. It is assumed that, with the increase in

production and employment, the productivity of the last employed worker
will fall. Ga is the productivity of the first worker, Gb that of the second, and

so forth. Therefore, the worker employed with the last investment unit,

whose net productivity is Ge, will produce no rent. Yet a rent will be paid

which will be equal to the difference between the productivity of the

intramarginal units and the productivity of the marginal one, as shown by

the shaded area. This is the substance of the celebrated law of decreasing

marginal productivity of a variable input.
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3.1.4. Profits and wages

The reasoning with which Ricardo tried to demonstrate the necessity for the

abolition of the Corn Laws is simple. Given the limited amount of land

suitable for cultivation, if corn imports are impeded, this will force the

national economy to increase its production by intensifying investment in

agriculture, thus increasing the rent share in the national income and dimin-

ishing the profit share. This slows capital accumulation, as most of the

savings necessary to finance investment come from profits. In fact, the land-
owners, who also earn very high incomes, do not save because the accu-

mulation of wealth is not among their aspirations; on the other hand, the

workers, who earn subsistence wages, do not save because they have nothing

to save.

Ricardo did not stop here. With an excess of propagandist zeal, he even

tried to extend this view to a very long-run horizon, formulating a law of the

falling rate of profit. To do this, he simply assumed that technical progress

would not be able, in the long run, to overcome the economic consequences
of decreasing returns in agriculture. He admitted that technical innovations,

by increasing the productivity of labour, could also induce increases in

profits. He believed that such effects would only be temporary, however, as

the increases in profits themselves would stimulate further capital accumu-

lation, thus increasing employment, and would therefore reactivate the

catastrophic effects of decreasing returns.

The distributive problem was posed by Ricardo in terms of the decreasing

function linking wages to profits. Let us reconsider the equation of labour
commanded which we presented on p. 71 above:

p

w
¼ l þ p

w
kð1þ rÞ

recalling that l and k are the labour and capital coefficients, r the rate of

profit, w/p¼wr the real wage, and p/w the labour commanded by corn. The

equation now refers to the production obtained from the marginal unit of

investment. As a consequence of an intensification in cultivation, the pro-

ductivity of the labour utilized at the margins will decrease and pass from 1/l
to 1/l0, with l0 > l. The real wages will not change. Assume that the capital

coefficient will not change either. We have:

p

w
¼ l0 þ p

w
kð1þ r0Þ

It is easy to see that, given w/p and k, the rate of profit will decrease as a

consequence of the decrease in labour productivity. In Ricardo’s terms, it is

also possible to say that the profit decreases because, as a result of the

intensification of cultivation, the product share necessary to pay for the

wages will increase.
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In this theory, the level of real wages is taken as known. To account for

this, Ricardo, following Torrens, made use of the Malthusian population

principle. At each given moment, the market wage, which depends on the

forces of supply and demand for labour, can be higher or lower than

the natural wage. In the first case, however, the increase in the workers’
welfare will stimulate the birth rate and reduce the death rate. In the second

case, the opposite will occur. Thus the supply of labour tends automatically

to adjust to demand. When the population and the demand for labour grow

at the same rate, wages are at their natural level, i.e. the one that guarantees

the workers, besides survival, the possibility of reproducing themselves at the

rhythm required by the accumulation of capital. While making the necessary

allowances for the possibility of secular change in the workers’ ‘habits and

customs’, Ricardo defined the natural wage as a subsistence income, and
practically treated it as if it were an exogenous constant.

3.1.5. Profits and over-production

Let us return to the problem of the Corn Laws and consider Malthus’s

position. Ricardo had no difficulty whatsoever in acknowledging the

Malthusian paternity of a great part of the theories we have discussed

above, especially in regard to the determination of rent and wages. Malthus,

in turn, had no difficulty in accepting Ricardo’s basic conclusions. The main

difference concerned the political implications of those conclusions: while

Ricardo feared a fall in the rate of profit, Malthus was afraid of a rise.

Malthus’s argument, cut down to the bone, runs as follows. Both workers
and landowners spend almost all their incomes on buying consumer goods.

Therefore, wages and rents are resolved completely into effective demand. On

the other hand, profits are almost entirely saved and invested. If the profit share

increases in relation to the wage share, then the incomes paid to the workers

(the wages fund) is not able to provide a level of aggregate demand sufficient to

realize the value of the goods produced by them. According to Malthus, this

would lead to a lack of aggregate demand, unless the rent share were suffi-

ciently high to compensate for that lack; in such a case, the demand that does
not come from the productive workers would come from the unproductive

ones employed at the service of landowners. The Corn Laws were welcome,

therefore, if they served to redistribute incomes from profits to rents.

Ricardo had little difficulty in identifying the error in Malthus’s reasoning.

In Notes on Malthus he reasoned as follows: ‘I may employ 20 workmen to

furnish me food and necessaries for 25, and then these 25 to furnish me food

and necessaries for 30—these 30 again to provide for a greater number’

(II. 429). Thus, the surplus earnedby the capitalists does not reduce the aggreg-
ate demand, for the simple reason that the investments are also demand.

Malthus, to rebut this criticism, would have had to argue that the profits

saved are not necessarily spent; in other words, he would have had to
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question the validity of Say’s Law. In fact, he came close to doing this in a

letter written to Ricardo himself in 1814, where he stated that he did not

believe that ‘the power to purchase necessarily involves a proportionate will

to purchase . . . ’ A nation must certainly have the power of purchasing all

that it produces, but it is easy to conceive it not to have the will (in Ricardo,
Works and Correspondence, vi. 132). Unfortunately, Malthus did not know

how to make use of this insight. The only effect his letter had was to put

Ricardo on guard and make him realize the key role Say’s Law could play in

rebutting his rival’s argument. In fact, the reply he gave to Malthus’s letter is

extremely clear and can be summarized as follows: if there is the purchasing

power, there will also be the desire to purchase; savings decisions are motiv-

ated by the desire for accumulation, so that they generate effective demand

just as much as consumption decisions. In other words, savings are invest-
ment, the decisions to save are decisions to spend. Today it is clear that this is

not an economic law but only an arbitrary assumption. This assumption is

the foundation of Say’s Law. The ‘law’, after it was accepted by Ricardo and

advanced again in his Principles, became almost a dogma for classical eco-

nomic theory. Even Malthus remained imprisoned by it. In fact, in his

Principles he did not reach the point of doubting the validity of that

assumption, so that his arguments on the lack of effective demand, in the

end, came off worse.
In order to avoid any misunderstanding, however, it is necessary to add

that Ricardo’s belief in the impossibility of ‘general gluts’ did not imply the

thesis of full employment. Say’s Law, in the use made of it by the classical

economists, only implied equality between aggregate supply and demand of

reproducible goods. This equality can occur at any employment level. It states

that all the produced and earned incomes are spent, but says nothing about

the level of income. Ricardo, like all classical economists, was convinced that

in a competitive regime, not altered by State intervention (for example, by
the Poor Laws), there could be no permanent unemployment in the very long

run. This was not due to Say’s Law, however, but rather to the Malthusian

population principle: in the long run the permanently unemployed would be

unable to survive. However, in the chapter ‘On Machinery’ added to the

third edition of the Principles, Ricardo admitted that technological progress

could force people out of work by replacing workers by machines, without

the rhythm of accumulation of fixed capital being able to reabsorb them in

the short run. Note that this short run must only be considered as not longer
than the period necessary for the operation of the population principle: it

could well be as long as twenty years or so!

3.1.6. Discussions on value

The two economists found themselves in conflicting positions also in regard

to value. Malthus accepted Smith’s theory of price as a sum of incomes
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and, together with it, themeasure of value in labour commanded. It seemed to

him that the notion of labour commanded could serve excellently to

demonstrate the argument about the lack of effective demand. In fact, the

existence of a profit implies that the labour commanded by the goods which

make up the national product is higher than the labour commanded by
the wages fund utilized to produce them. This does not mean, as we have seen,

that aggregate demand is insufficient.Malthus argued just this, however, and,

in doing so, slid from the concept of ‘natural price’ to that of ‘market price’.He

often used the expression ‘necessary price’, apparently as a synonym of

‘natural price’. In reality, he was simply referring to the price necessary to

stimulate a level of production equal to demand. If the demand was too low,

the price of the goods would not allow for the payment of the costs of pro-

duction and normal profits. In this way production would be discouraged.
If Say’s Law is not assumed, this argument is applicable to all the goods

produced. Thus a lack in effective demand can trigger a deflationary process

that can affect both the quantities produced and the prices. In this case,

however, we are dealing with market prices, not natural prices. Malthus

should have limited himself to studying phenomena of disequilibrium

dynamics in order to demonstrate his arguments about general gluts. In fact,

his use of the concept of ‘labour commanded’ (which is a natural price) in

relation to demand phenomena did nothing but increase the confusion.
Ricardo, who undertook all his own studies in terms of natural prices,

found it easy to identify this confusion. Moreover, while Malthus calculated

the price of the goods by adding up wages, profits, and rents, Ricardo

maintained that rents do not enter into the calculation of prices, as these are

determined at the margin of the cultivated land and therefore do not include

the cost of the use of land.

In any case, in regard to value, Ricardo had already chosen Smith as his

favourite target. Apart from the question whether rent is or is not an element
in the cost of production, Ricardo rejected the additive theory of price, as it

conflicted with the explanation of profits as residual income. We have already

touched on this problem in the previous chapter. At this point, the theory of

profit as a residue can be formulated and solved in a very simple way by the

corn model. In such a case, problems of valuation of the goods do not arise,

and the distribution of income can be determined in physical terms. To

appreciate this it is only necessary to take the equation on p. 95 and normalize

it with the price of corn. With a few simple algebraic passages we obtain:

1 ¼ wrl þ kð1þ rÞ
wr ¼ 1

l
� k

l
ð1þ rÞ

It can be seen that an increase in real wages, wr, or a reduction in the

productivity of labour, 1/l, results in a reduction of the profit rate, r.
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The existence of a decreasing function linking wages to profits is a funda-

mental element of Ricardo’s economic theory.

Problems arose when this argument had to be demonstrated in an

analytical context in which wages are made up of different goods. The

difficulty took various forms in Ricardo’s analysis. First, when wages increase,
the prices of goods must change. Smith believed that they would increase. In

this case, how is it possible to argue that profits would decrease? Second,

when the prices of all the goods vary, it would seem that the value of the one

chosen as a measure would also vary. How is it possible to distinguish

the variations of the former from those of the latter? Ricardo believed that

he could overcome these difficulties by using a measure of value which is

independent from the distribution of income. For this reason, he rejected the

measure in labour commanded, which is not independent. In the first section
of the first chapter of the Principles he adopted, as a first approximation, a

measure in embodied labour, which is, in fact, independent from income

distribution. Actually, the labour embodied in the net product depends solely

on the techniques in use and does not change with changes in the way in

which that product is distributed. Unfortunately, however, the exchange

values of the goods change with the distribution of income. Therefore they

do not depend only on the labour embodied in them.

Ricardo realized this problem and fought with it for all his life. He arrived
at the solution when he admitted that values depend on the labour embodied

in the goods and on the time required to bring them to the market, or, rather,

on the different proportions in which the various goods are produced with

labour and means of production. The solution consists in expressing that

‘time’ and those ‘proportions’ in terms of the time-structure of the labour

inputs. The simplest way to understand this is to consider two goods which

are produced only by labour; the techniques with which the goods are pro-

duced differ with regard to the time in which labour is kept invested in the
production processes. p1 and p2 are the monetary prices of the two goods, l1
and l2 the two labour coefficients. l1 is invested for t1 years, l2 for t2. Now let

us assume the monetary wage, w, is paid in advance. Then the two prices,

expressed in labour commanded, are:

p1

w
¼ l1ð1þ rÞt1

p2

w
¼ l2ð1þ rÞt2

The relative value of the two goods is:

p1

p2
¼ l1

l2
ð1þ rÞt1�t2

It depends on the labours embodied, l1/l2 and the times of their investment,

t1, t2. Note that the relative price is a ratio between the labours commanded.

99from ricardo to mill



This should have been the solution to Ricardo’s problem. In fact, the

measure in labour commanded does not conflict with the conception of profit

as a residue, nor with the thesis of the existence of a decreasing function

linking profits to wages.

However, Ricardo did not manage to solve this problem satisfactorily,
even though he glimpsed the solution. The factor that prevented him from

taking the decisive step was the notion of ‘absolute value’. This notion

defines a property of the goods which is intrinsic and independent of their

exchange relations—a property linked to their production conditions but not

to the way in which the goods themselves are distributed among the social

classes. This property of goods however, if it exists, cannot have anything to

do with value; yet Ricardo continued to search for the ‘real’ value in it. And,

even though he was aware of the difficulties involved with the notion of
‘absolute value’ he never abandoned it. Rather, he attempted to get around

the problem by seeking an ‘invariable measure’ of value: a good that, being

produced in ‘average’ conditions with respect to the whole system, would

possess the virtue, if taken as a numeraire, of making the value of the net

product, and of the income shares of the various classes, coincide with the

quantities of labour employed in their production. If the value of net output

were measured in terms of a good produced with a technique in which the

ratio between ‘immediate labour’ and ‘accumulated labour’ is equal to that
of the whole economic system, then the following phenomenon would occur:

the increase in the prices of some goods would be compensated by the fall in

prices of some others, in such a way that the value of the net product would

not change. Ricardo knew that such a measure did not exist in nature, but

persisted in seeking a definition that would be acceptable at least theoretic-

ally. He was fooling himself: such a measure is a chimera—in the words of

Cannan—or, according to Marx, a ‘squaring of the circle’.

3.2. The Disintegration of Classical Political Economy
in the Age of Ricardo

3.2.1. The Ricardians, Ricardianism, and the classical tradition

As we have already mentioned, from 1815 to 1848 Ricardo dominated

English economic thought. This does not mean that a dominant Ricardian

orthodoxy had formed, nor that the economists of the period were agreed

about the foundations of economic science. On the contrary, it was a period

of ideological turbulence, lively debates, theoretical and political opposi-

tions, and incurable conflicts. The central position of Ricardo in this period,

at least in Great Britain, was due only to the fact that no economist could

ignore his thought; or rather, that nobody was able to define his own posi-
tion without referring to Ricardo’s, including those who accepted his
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authority, those who rejected and criticized it, and, finally, those who tried to

use it for ends that Ricardo himself would have repudiated.

If we are allowed to be schematic and synthetic, it is possible to group the

English economists of the period into three large groups: the Ricardians, the

Ricardian socialists, and the ‘anti-Ricardians’. We must immediately point
out that we are not dealing with three schools of thought, but only with three

different attitudes that unite economists of rather heterogeneous ideas. We

will discuss the third group in the next section, and the second in Chapter 4.

The first group was composed of the true followers of Ricardo: economists

who, although not forming a school of thought, tried, however, each in his

own way, to propagate Ricardo’s ideas and to build a sort of scientific

orthodoxy on them. One was James Mill, a personal friend and a great

supporter of Ricardo, who proposed his own version of the law of markets. It
is also worth mentioning a textbook presentation of Ricardian economics by

John Ramsay McCulloch, the methodological work of Thomas De Quincey,

and an attempt at a mathematical formulation made by William Whewell.

Here we must also mention Robert Torrens, an economist who disagreed

with Ricardo on various rather important questions, but whose theoretical

position was not substantially different. A major dispute concerned the

theory of value. Torrens criticized the labour theory of value immediately

after the publication of Ricardo’s Principles; and his criticism played an
important role in adding to Ricardo’s theoretical uncertainty. He insisted on

the uselessness of a theory of absolute value. Value, he maintained, is

basically exchange value and depends on the costs of production; which are

nothing more than the capital advanced to sustain production, including that

used to pay labour. The values of the goods depend on capital, and are

determined in such a way to allow the payment of a uniform rate of profit on

capital.

Perhaps it is true, as some people argue, that Ricardianism only consti-
tuted an incident in the normal evolution of orthodox economic theory, an

exception, a particular phenomenon, restricted historically to the first half of

the nineteenth century and geographically to England. Or perhaps it is true,

as others maintain, that it represented a deviation, a new budding, from the

main trunk of the development of economic ideas; a trunk whose roots go

back to TheWealth of Nations or, rather, to one of the two basic components

of Smith’s thought, the theory of competitive equilibrium. The branch from

which Ricardianism budded was impeded in its development as an ideology
of capitalist accumulation, but, instead, was later to blossom as socialist

economic theory. Perhaps both points of view are right; they are not, in fact,

incompatible.

There is, however, a third historical interpretation of Ricardianism that

does not seem acceptable to us; an interpretation which reduces it to a normal

phase in the evolution of orthodox economics. It does not seem reasonable

because it tends to reduce Ricardo’s theory to the theory of rent, interpreted
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as a first application of the principle of decreasing marginal productivity of

factors. On the other hand, if this interpretation were correct, why did the

English forerunners of neoclassical economics, whom we shall discuss

shortly, have to attack Ricardo’s ideas in order to be able to assert their own?

It is easier to understand the matter if we cross the Channel to consider
what was happening on the Continent. There were important forerunners of

neoclassical theory also in France and Germany, but they did not need to

bring about a revolution against the dominant economic thought in their

respective countries to assert their own ideas. In fact, the most important of

these precursors, Cournot andDupuit in France and von Thünen andGossen

in Germany, are not considered as being opponents of classical economics.

The reason is that, in England, with Ricardo, the macroeconomic component

of the classical tradition prevailed, the one based on the theory of surplus,
whereas in the rest of Europe, with Say, Soden, and Lotz, the microeconomic

component dominated, the one based on the theory of the individualistic

competitive equilibrium. Thus the Continental forerunners of neoclassical

theory, in developing the empiricist, mechanistic, and individualistic

premisses of Smithian liberalism, were able basically to remain within

orthodoxy and tradition.

These four great economists, however, were almost completely ignored

by their contemporaries. The main reason for this was that they took the
Continental classical tradition to its extreme logical conclusions and purified

it from its ‘classicity’, and therefore were not acknowledged by those who

were faithful supporters of the classical tradition. In effect, these four

‘forerunners’ were working in the opposite direction from that attempted by

Ricardo; they tried to free the individualistic and microeconomic compon-

ents of the Smithian approach from the theory of surplus, the equilibrium

approach from the theory of conflict; but they were ahead of their times. We

will discuss them in sections 3.2.3 and 3.2.4.

3.2.2. The anti-Ricardian reaction

It was probably the socialist utilization of Ricardo’s theory of value and
distribution that induced many economists to reject it en bloc. These

economists formed aheterogeneous group, onewhich it has only been possible

to define in negative terms, as the ‘anti-Ricardian reaction’. However, they

made more original theoretical contributions than did the Ricardians—

contributions that make them the precursors of the later neoclassical the-

oretical system.

In regard to value, the anti-Ricardian attack was initiated by Samuel

Bailey, who criticized the idea itself of ‘absolute value’. According to Bailey,
it is only possible to speak of ‘relative value’, a concept that does not denote

anything positive or intrinsic, but just the quantitative relationship between

two goods which are made objects of exchange. Now, if it only consisted of
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this, it would not have been a decisive criticism. In the Ricardian theoretical

system absolute value, as well as the invariable measure of value, are not

essential, and it is possible to dispose of them without losing any of the

arguments that Ricardo considered particularly important in regard to the

distribution of income. However, Bailey also hinted at another idea, one that
was much more dangerous: that the value of a good is nothing more than the

valuation given to it by the economic agents, and that, as a consequence,

‘value’ only denotes an effect produced in the mind. This meant that it was

not absolute value in itself that created problems, but rather the theory that

aimed at explaining value in objective terms, i.e. in terms of the production

conditions of goods. This path was followed by other critics of Ricardo.

Nassau William Senior, for example, stated that value depends on the

conditions both of supply and of demand. He treated the former in terms of
the limitation that supply places on the satisfaction of demand,while he linked

the latter to the utility of the demanded goods. Senior also came close to the

idea of decreasing marginal utility when he declared: ‘not only are there limits

to the pleasure which commodities of any class can afford, but the pleasure

diminishes in a rapidly increasing ratio long before those limits; . . . two
articles of the same kind will seldom afford twice the pleasure of one’ (p. 11).

The principle of decreasing marginal utility was in the air; all the anti-

Ricardian economists were pondering it. Longfield, whom we will discuss
later, approached it with his analysis of the influence that the ‘intensity of

demand’ can have on prices. Richard Whately and William Forster Lloyd,

the two successors to Senior in the chair of economics at Oxford, also

got very close to it. The former even proposed reducing economics to

‘catallactics’, the science of exchange. The latter went so far along this path

that he should be given credit for having invented the principle of marginal

utility. In effect, the formulation of the principle Lloyd gave in A Lecture on

the Notion of Value (1834) was fairly clear and well defined; value depends on
‘a feeling of the mind, which shows itself always at the margin of separation

between satisfied and unsatisfied wants’ (p. 9), so that the demand for goods

depends on the satisfaction they procure, and will vary in relation to the

quantities the subject already holds.

All these attempts to explain value in subjective terms were motivated by

the need to reject the labour theory of value. The latter, in the hands of the

Ricardian Socialists, had become a fearful political instrument, in that it

seemed to imply that labour is the only source of value and therefore, since
profit is a residue, it also seemed to demonstrate the exploitation of labour.

Hidden behind the rejection of the objective theory of value was a rejection

of the residual theory of profit. In fact, it was not that hidden. Samuel Read

was explicit in the formulation of this anti-Ricardian research programme.

Just as explicit was George Poulett Scrope in his condemnation of the labour

theory of value as the basis of the theory of exploitation. Profit, according to

him, must be considered as a legitimate income, in that it is necessary to
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remunerate the capitalist for the period of time during which capital is

employed.

This was the road also taken by Senior: to try to explain profit as a pre-

mium for the sacrifice sustained in putting capital at the service of produc-

tion. Here is the famous theory of ‘abstinence’, mother of all the neoclassical
theories of capital. Senior began by postulating that labour and land are the

only original productive forces. He also maintained that the utilization of

capital increases the productivity of those primary factors. But a sacrifice

must be made in order to supply capital, and this represents a third pro-

ductive requisite: abstinence, the postponement of pleasure caused by the act

of saving. Profit is its remuneration. The rate of profit will therefore depend

on the average period of capital anticipation.

Here we have, in fact, two different explanations. One is of a psychological
nature, and treats the remuneration of capital as depending on the sacrifice

sustained in supplying it; the other, of a technological nature, makes the

remuneration of capital depend on the contribution by investments to

the increase in the productive efficiency of the other factors. Senior favoured

the first explanation. The second was developed further by Samuel

Mountifort Longfield who suggested that the use of machines ease the

operations of the worker; so that profit, being the sum paid for the use of the

machines, should be regulated by the efficiency with which the machines ease
productive activity, that is, by the efficiency of capital.

Several decades had to pass before a clear distinction could be made

between the psychological and the technological theory; it was only after the

marginalist revolution that it was possible to integrate them into a unitary

view capable of explaining the supply of capital in psychological terms and

the demand in technological terms.

3.2.3. Cournot and Dupuit

It was Say who carried the classical tradition forward in France. As we have

already mentioned, he had freed himself both from the labour theory of

value and from the theory of labour commanded, theories that he replaced
by an explanation that relied heavily on the forces of demand and the

influence of utility as the main determinants of prices.

Augustin Cournot followed Say in his rejection of every theory of value

intended as a search for the causes of value. He even rejected (and this is what

differentiates him from Say) a utility theory of value—a rejection motivated

above all by the measurement difficulties connected with utility. However, he

is linked to Say by the importance he attributed to demand in the explana-

tion of prices. Cournot was the first scholar to be interested in the firm as
such, to study its behaviour in different market situations and to pose the

problem of the determination of the scale of production. It is not surprising,

therefore, that his great work received no attention for several decades
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(which induced him to abandon economic research). In Recherches sur les

principes mathématiques de la théorie des richesses (1838) he made the first

rigorous formulation of a demand function (which he called the loi du débit);

a function which he used to determine the price and quantity produced under

monopoly.
It is the theory still found today in microeconomic textbooks. The mono-

polist faces a demand function of the type D¼ f(p), where p is the price of

the good. By multiplying the demand by the price, the total revenue,

R¼ pf(p) is obtained; and from this, differentiating with respect to price, the

marginal revenue function, R0 ¼ f(p)þ pf 0(p). Cournot proved that the

monopolist’s profit, given by the difference between revenue and costs, is at

its maximum when the marginal revenue is equal to the marginal cost.

By introducing a second entrepreneur into the model, Cournot also laid
the foundations of the theory of duopoly, even if the results he obtained in

this case are less general than those obtained in his theory of monopoly. In

order to explain the behaviour of the two agents, Cournot constructed two

‘reaction curves’. The reaction curve of a duopolist shows the quantity he

offers in relation to each level of quantity offered by the other. Assuming

that the market-demand curve is given, that each of the two agents, at each

price level, takes the level of production of the competitor as given, and that

the costs of production are zero, Cournot proved that there is a unique
equilibrium point, at which the decisions of the duopolists are compatible.

Cournot’s duopoly model is illustrated in Fig. 4. The supply of duopolist

A, Sa, is shown on the horizontal axis, the supply of duopolist B, Sb, on the

Sb
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vertical axis. QaQ
0
a is the reaction curve of the first duopolist, QbQ

0
b that of

the second. If A offers the quantity H, B will offer K. But then A will modify

his own decisions and offer H0. B, however, corresponding to H0, will offer
K 0. The process will go on until it reaches point C, towards which the process

will converge even if it begins from a point to its left. This is a stable
equilibrium, known today as the ‘Nash–Cournot equilibrium’.

Two important observations should be made. The first concerns whether

such an equilibrium exists. In general, the marginal costs curves of the duo-

polists and the market-demand curve may be such that the reaction curves

do not meet in the positive quadrant or that they are parallel. By assuming

zero costs, Cournot avoided this inconvenience. Under such a hypothesis, in

fact, the equilibrium conditions depend solely on the two marginal-revenue

curves; but these are equal, since the goods supplied are homogeneous; in
this case the two reaction curves are symmetrical and intersect in the positive

quadrant. The second observation concerns stability. In equilibrium, the

expectations of each duopolist about the behaviour of the other are con-

firmed. This is so in the sense that, if A expects B to produce exactly K0 and B

expects A to produce exactly H0, Cournot’s equilibrium is that which

emerges from such a duopoly situation. But if the firms have expectations

that do not coincide with (H0 K0) an adjustment process needs to be con-

sidered. The essential characteristic of the process of approaching the equi-
librium point, according to Cournot, is as follows: each firm makes a series

of mistaken assumptions about the behaviour of the other, but the size of

these errors gradually diminishes in intensity until a situation is reached in

which the expectations of reciprocal behaviour become correct. At this point

the adjustment process stops. This is the sense in which the Nash–Cournot

equilibrium is stable.

Another French forerunner of neoclassical theory is Jules Dupuit who, in

De l’utilité et de sa mesure (1844) and other papers published in journals,
tackled precisely the problems avoided by Cournot. He endeavoured to

study the social benefits derived from public goods such as canals or bridges,

and, above all, to evaluate the net social gains generated by variations in tolls

and rates. Dupuit was not perfectly aware of the problems he had raised

regarding the measurement of utility and the possibility of making inter-

personal comparisons of utility; but his analytical contribution was never-

theless remarkable. He constructed a demand curve, interpreting it in terms

of utility. Then he defined marginal utility and distinguished it from total
utility. He assumed that the authority which supplies a good lowers the

charge for it as the quantity supplied increases, so that the marginal utility of

the good falls together with its price. The public benefit is measured by the

sum of the intra-marginal utilities. ‘Relative utility’, given by the difference

between total utility and marginal utility multiplied by the quantity of the

good offered, will increase as the price decreases. In this way Dupuit proved

that, if marginal utility is decreasing, the social benefit increases with the
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increase in the quantity offered. The reasoning is very similar to that which

West, Malthus, and Ricardo had used to account for the increase in rent

payments in relation to the increases in agricultural production. It is not by

chance that, a few decades later, Marshall renamed ‘relative utility’ as

‘consumer rent’.
Dupuit also conceptualized ‘producer surplus’, which, given an increasing

cost curve, is the difference between the total revenue of the firm and the

overall marginal costs. The total social benefit will be given by the sum of the

two surpluses, that of the consumer and that of the producer. It is to Dupuit

that we owe the invention of costs-benefits analysis.

3.2.4. Gossen and Von Thünen

Also in Germany in this period, economists were working on the problems of

value and utility. We have already mentioned the tendency of Smith’s early

German followers, such as Soden and Lotz, to distinguish between ‘positive’

value, which is linked to the utility of goods, and ‘comparative’ value, which
is equivalent to Smith’s ‘exchange value’. There were basically two problems

that two generations of German economists grappled with: how to determine

exchange value on the grounds of ‘positive’ value, and how to explain the

formation of the latter in purely subjective terms. From the point of view of

the history of ideas, the solution of the problem was impeded by the

Smithian origin of the notion of ‘exchange value’. In fact, Smith maintained

that this kind of value is a relationship between two quantities of goods, and

therefore that it is an objective variable.
The solution was reached by Hermann Heinrich Gossen in 1854. In

Entwicklung der Gesetze des menschlichen Verkehrs, und der daraus fliessenden

Regeln für menschliches Handeln, Gossen argued that ‘absolute value’ does

not exist, and that value depends on a relationship between a subject and an

object. This relationship is based on utility. Gossen worked on the presup-

position that the goal of an economic agent is to obtain maximum pleasure.

He also formulated two laws that still today form the basis of the neoclassical

theory of consumer behaviour. The first law establishes the principle of
decreasing marginal utility: the pleasure obtained from a good decreases as

the amount consumed increases until, eventually, satiety is reached. The

second law is more important. In fact, it is a theorem derived from the

assumption of maximizing behaviour and from the law of decreasing mar-

ginal utility. It states that the individual will choose to demand the various

goods in such proportions that the satisfactions per unit of value they give

him are equal at the moment at which he stops consuming them; or, rather,

that the individual will continue to exchange two goods until the values of
the last units he possesses of them become equal.

Even if his explanation was a little imprecise, it remains true that Gossen

had in mind what today is known as the theorem of equality of the weighted
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marginal utilities. Gossen also attempted to extend this theory to the labour

supply by introducing the concept of ‘disutility’. Finally, it is worth men-

tioning that Gossen was the first economist who used the metaphor of

Robinson Crusoe to explain the consumer’s rational behaviour, a metaphor

which will successively play an important role in the neoclassical theoretical
system.

Another important forerunner of neoclassical theory was Johann Heinrich

von Thüen. In the first part of Der Isolierte Staat (1826), he put forward a

theory of the location of productive activities based on the implicit use of the

notion of ‘opportunity cost’. Besides this he developed the theory of differ-

ential rent, proving that the level of production of a good, given demand, will

be determined in such a way as to make the price equal to the production

cost of the most disadvantaged firm. The surplus earned by the producers
with lower costs is the rent.

In the second part of Der Isolierte Staat (1850), von Thünen extended this

reasoning to labour and capital, formulating for the first time a complete

theory of distribution based on the marginal productivity of factors. He

argued that an increase in the utilization of capital and labour increases both

the production and the costs, and that it will continue so long as the marginal

productivities of factors are higher than their prices.

Von Thünen considered capital as a homogeneous factor of production,
consisting of the quantity of past labour employed in the production of the

means of production. He measured it in ‘labour years’. He assumed that its

use would raise the productivity of current labour, but at a decreasing rate.

He calculated the returns of capital by differentiating a certain function at

the point at which the derivative vanishes. This is the income function of the

producer of capital, whose income is determined, in this way, at its maximum

level. The result reached was notable at the analytical level, even though its

theoretical relevance was limited by the particular hypotheses and the special
form of the function with which von Thünen worked.

From those particular hypotheses, von Thünen also derived a special

formula for the ‘natural’ wage, w*, namely, w*¼ ap, in which a represents

the subsistence level of consumption and p labour productivity. He was so

strongly convinced of the importance of the formula that he wanted it

inscribed on his tomb. Apart from the strangeness of the formula, von

Thünen’s concept of ‘natural wage’ deserves to be remembered above all for

its originality: wages do not depend on the supply and demand of labour, nor
only on the subsistence needs of the workers; they are a geometrical average

of the needs and productivity of labour, and represent what must be paid to

the worker in order to leave him indifferent between the choice of remaining

a worker and that of becoming a capitalist-farmer (in the hypothesis that

such a possibility of choice exists and land is not scarce). Von Thünen’s

natural wage is a normative concept. It is a ‘just’ wage in a precise sense: it is

what allows the agricultural wage-earner to obtain the maximum returns
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from his own savings (equal to w*� a) and, at the same time, what allows the

independent farmer to maximize the earnings of his own investments. In

other words, according to von Thünen, if the natural wage, w*, prevailed, the

worker would be a wage-earner out of free choice and not because he was

forced to by need.

3.2.5. The Romantics and the German Historical School

The most ambitious attempt to criticize classical political economy did not
come from any of the pre-neoclassical ‘heretics’ but from the Historical

School, which, by putting Smith, Richardo, Say and all their followers in the

same bag, criticized the idea itself that an autonomous economic science was

possible.

In order to understand the sense of the historicist opposition to political

economy, we must begin from its philosophical roots. While classical eco-

nomics had its origins in the eighteenth-century Enlightenment, German

historicism descended directly from early nineteenth-century Romanticism.
It was especially in Germany that Romanticism had been accompanied by an

irrationalist and organicist Weltanschauung. In economics it grew together

with the first aristocratic and reactionary opposition to capitalist develop-

ment; and with Fichte, Gentz, and Müller it opposed laissez-faire economics

and political liberalism, both for the political consequences they implied and

for the philosophical premisses from which they came. The individualist and

rationalist connotations of those premisses were thoroughly rejected. On the

contrary, the members of this school exalted the ideas of the organic unity of
the nation, of the superiority of collective over individual goals, and of the

historical and geographical specificity of the institutions of each country.

This theoretical position has left us the bare bones of an interesting ‘State’

theory of money, which, if purified of the mystical elements that hampered it

in those times, turns out to be in certain respects more modern than many

classical theories, especially in its recognition of the conventional and

institutional nature of the means of exchange.

Georg Friedrich List can be associated with this stream of thought,
although he did not share its reactionary political attitudes and its

irrationalist philosophical premises. In Das nationale System der

politischen Oekonomie (1841), List accepted a great many of the analytical

premisses of classical theory. However, he rejected en bloc its free-trade

implications, for which he substituted a strongly mercantilist point of view

and a theory of economic growth that gave great importance to the

functional interdependence of industries and the need for uniform growth in

the agricultural and industrial sectors. List not only did not reject capitalism,
but tried to construct a theoretical system that, especially in its implications

for trade policy, was intended to be used to foster German capitalist growth.

The famous infant–industry protection strategy was brought to Europe by
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List who, as a political exile in the United States, had been the secretary to

Henry Clay, the true inventor of that strategy. In common with the

Romantics, List held the idea of the superiority of the nation’s interests over

those of individual citizens.

The major impact of Romantic philosophy in the field of economics
occurred with the Historical School, a school that attempted to attack

directly the epistemological foundations of political economy. Though there

is certainly a connection between the German Historical School and

Romanticism, there are many differences between them. For example, unlike

the Romantic economists of the preceding generation, such as Gentz and

Müller, the members of the Historical School were not all politically con-

servative. In fact, some criticized political economy and liberal thought from

a left-wing standpoint.
The origin of the German Historical School goes back to Grundriss zu

Vorlesungen über die Staatswirtschaft nach geschichtlicher Methode (Com-

pendium of Lectures on Public Economics according to the Historical Method)

(1843) by Wilhelm Roscher. The other two founders of the school, Bruno

Hildebrand and Karl Knies, pushed the criticism of classical political eco-

nomy much further forward than Roscher had dared to do. These three

authors are the main exponents of the so-called ‘Old Historical School’. This

expression distinguishes them from the historicists of the following genera-
tion, who formed the ‘Young Historical School’; its principal exponent was

Gustav Schmoller, of whom we will speak in the next chapter. Here we

present the fundamental arguments of the historical school, without dwelling

on differences of opinion among individual members (which were, however,

quite marked).

The basic historicist criticism of political economy touched upon its

attempt to establish universal economic laws. With specific reference to the

Smithian approach, the historicists denied that economic laws had the same
properties as ‘natural laws’. They did not deny the possibility of discovering

certain economic regularities, and they also admitted that such regularities

could be called ‘laws’; but they did not believe that these were universally

valid, nor that they were independent of the historical and geographical

conditions in which they operated.

The historicists were more interested in what they called ‘laws of devel-

opment’, that is, the regularities followed by the historical evolution of

peoples and nations; but here, too, they avoided constructing universal laws.
Above all, they denied the possibility of discovering economic laws by

deduction. Only the inductive method was allowed: the laws of development

had to be constructed by induction and analogy on the basis of the greatest

possible quantity of empirical and historical data. It is clear that this type of

criticism impinged not only on the theoretical tenets of Smith and Ricardo,

but more generally on the simple idea that economics is a science of the same

type as the natural sciences and therefore, as was to emerge later in the
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Methodenstreit at the end of the century, it refers to the neoclassical as well as

to the classical approaches.

Beyond the problem of methodology there is, however, a fundamental,

pre-analytical contrast between the two basic orientations. The followers of

the German Historical School did not accept the idea that social behaviour
depends only on the personal interests of the single individuals, or the idea

that individual choices are solely based on the rational pursuit of self-

interested goals. They had an organic vision of society, and upheld the

presupposition that social agents are motivated by complex and multiple

goals which are not all reducible to the rationality of economic calculation.

Here, there is also the idea of a definite interdependence among the diverse

dimensions of social action, and the conviction, therefore, that it is necessary

to avoid the separation and excessive specialization of the single social
sciences. From this point of view, economics was considered as only a branch

of historical research.

3.3. The Theories of Economic Harmony and
Mill’s Synthesis

3.3.1. The ‘Age of Capital’ and the theories of economic harmony

After the defeat of the 1848 revolutions and the violent repression which

ensued, the workers’ movement went into hibernation and remained there

for two decades. This was exactly what the industrial middle class needed.

Reassured on the social front, firmly in possession of the reins of State in the

principal capitalist countries, and also having laid favourable technological
and cultural preconditions for economic growth, capitalism attempted its

great jump forward. Hobsbawn called the twenty-year period from 1850 to

1870 the ‘Age of Capital’. If Great Britain had become the ‘the workshop

of the world’, as the famous Crystal Palace exhibition in London in

1851 wished to demonstrate, there were several countries who were quite

successful in their attempt to imitate the ‘first industrial nation’.

Thus a certain variety in the types of industrial capitalism was created. The

process of expansion involved, besides England and France, other countries,
such as Belgium, Sweden, and Germany, as well as the United States. In the

latter, the necessity to supply a vast and rapidly growing market led to an

early take-off of the formation of large-scale firms in the mass-production

sector. Germany saw the birth of the mixed banks, financial intermediaries

capable of supplying stable and consistent flows of finance to the new firms

and, at the same time, of favouring the control of the market by the

formation of cartels. In both countries industrial concentration increased,

while limited companies began to be the preferred organizational form of
large-scale firms.
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Besides the ‘intensification’ of capitalist accumulation there was also fast

geographical expansion. ‘This was the period when the world became cap-

italist, and a significant minority of ‘‘developed’’ countries became industrial

economies’ (Hobsbawn, The Age of Capital, p. 29). Titanic civil-engineering

projects were completed, such as the opening of the Suez Canal and the
creation of national railway networks. New States and empires were foun-

ded. Finally, we should not forget that this period was dominated by a strong

movement in favour of free trade, not only in Great Britain, where, after

1846, protectionism was almost completely abandoned, but also in other

European countries, among which several monetary and trade agreements

were created that served to encourage the growth of international trade.

Optimism spread with the growth in wealth, and the widespread social

peace on which it was based allowed for important social and political
reforms to be passed. The trade union movements, in return for their

acquiescence or collaboration with national efforts, did achieve some con-

quests. For example, the ten-hour working day became law in England in

1850, whilst the recognition of the right to strike was passed in France in

1864. By and large, democratic and progressive forces were advancing all

over the world. Serfdom was abolished in Russia in 1861 and slavery in the

USA in 1862. Never before had capital exercised such a widespread hege-

mony in economic, social, political, and even cultural fields. The economists,
for their part, were not to be found lacking, and did their job by producing

theories of economic harmony.

We will mention here only the best-known of these economists: Frédéric

Bastiat, Henry Charles Carey, Francesco Ferrara, John Elliot Cairnes, and

Henry Fawcett. These economists did not make very important contribu-

tions to the evolution of economic theory, but they had great success in this

period and exercised significant influence in their respective countries. It is

easy to understand why. They were almost all supporters of the doctrine of
the harmony of interests among the social classes; and, as that harmony was

best realized, according to them, when competition was as perfect as pos-

sible, they were outspoken free traders, arch enemies of State intervention,

and castigators of socialism. In regard to the theory of value, they tried in

various ways to reconciliate the explanations based on labour and utility but

did not produce significant results.

Carey, though, is a special case. He began to construct his own theoretical

system in the 1830s, following a Smithian orientation and professing clear
free-trade convictions. However, his influence in Europe was only felt, for

example, on Bastiat and Ferrara, after the 1840s. In this period Carey had

abandoned his earlier free-trade beliefs, replacing them by strong protec-

tionist and nationalist propaganda. In Europe, only a few of his German

admirers followed him along this line. Bastiat was especially influenced by

his doctrine of harmony of interests, while Ferrara developed his theory of

‘reproduction cost’. The latter consisted in reducing the value of a good to
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the effort sustained in producing it, but the theory was not formulated in a

very clear way, especially in relation to one fundamental question: if that

effort should be considered in terms of subjective sacrifice or, rather, in terms

of the objective cost of production.

Ferrara made interesting contributions to the economic-harmony
approach, and should be remembered, if for no other reason than that he

may have been the connecting link between Galiani and Pareto. Ferrara

developed a theory of substitutes according to which the value of a good, in

relation to the value of one of its substitutes, depends on the comparison the

consumer makes between the two utilities. The value emerging from such a

comparison is the one at which the individual is prepared to exchange the

two goods. Then, by using this idea to correct Carey’s reproduction-cost

doctrine, Ferrara also tried to explain, by means of the theory of exchange,
the phenomena both of production and distribution. Production was con-

sidered as an exchange between the product and the productive efforts. The

costs of the goods, which in competition is equal to their value, is determined

by the sacrifice sustained in producing them, valued in relation to the result

of the production itself: this presupposes a comparison between the disutility

the individual has to bear to give up something of his own and that which he

must bear if he renounces something of others’. This argument makes no use

of the criterion of marginal variations, but the role of the hypothesis of
substitutability, both in consumption and production, is clear. Even if the

reference to classical theory in the work of Ferrara is explicit and marked, it

is easy to see that here we are on the threshold of the marginalist revolution.

It is worth nothing that Pareto considered Ferrara ‘the best of Italian

economists’. He believed that Ferrara’s theory of reproduction cost had

reached ‘the ultimate level of perfection’, only lacking in its analytical

formalization. He considered it an anticipation of his own theory of

ofelimity.

3.3.2. John Stuart Mill

The dominant economist of the ‘Age of Capital’ was John Stuart Mill,
philosopher, politician, social reformer, and economist. In economics Mill

attempted a heroic task: a re-examination of the debates of the first half of

the century with the intent of unifying its principal theoretical results. It was,

above all, this effort towards theoretical ‘harmonization’ that determined the

notable success, in the following thirty years, of his main work, Principles of

Political Economy (1848).

Mill had tried to reconstruct the Smithian tradition by uniting two

incompatible approaches: the macroeconomic theory of surplus and the
theory of individualistic competitive equilibrium. All the debates that took

place in the thirty years before the publication of Mill’s Principles arose

precisely from the difficulties in keeping those two approaches together.
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In fact, after the 1870s, they separated completely and for ever. On the one

hand, the Ricardian branch developed into Marxist economics; on the other,

the anti-Ricardian branch developed into neoclassical economics. Mill, who

does not seem to have understood what was happening, was accused of

eclecticism and superficiality by both parties, and was forgotten; but he does
not deserve oblivion.

His work is important because it is located at a central crossroads of

nineteenth-century European culture. In his work several currents of thought

and theoretical problems meet. This characteristic places it in the middle of

the long transition process from classical to neoclassical economic thought,

and gives the impression of eclecticism. But the indications of the direction in

which to seek solutions are always fairly clear, even if they are often obscured

by references to authors who were moving in the opposite way. All Mill’s
difficulties were derived, apart from the complexity of the arguments tackled,

from his fear of breaking with tradition. His theoretical difficulties arose

from a combination of perceiving the new and lacking the courage to break

with the old. He himself, in his Autobiography (1861), defined his own work

as the constant effort to ‘construct bridges and clear roads’ in the theories of

his predecessors.

In his youth Mill was a member of the Utilitarian Society, and collabor-

ated in the Westminister Review, the Society’s publication. The Society was
made up of young radicals who fought for the most extensive realization of

liberal and democratic principles. The philosophical bases of this radicalism

were made up by Bentham’s utilitarianism, with all that it implied in terms of

individualism, rationalism, the justification of laissez-faire in economics and

of liberalism in politics. Bentham’s influence onMill, however, was tempered

by the opposing influence of Romantic thought, Coleridge’s in particular.

The results were, on the one hand, a need to base action and political thought

on a strong philosophy of history and, on the other, a refusal to reduce
human choices and behaviour to the economic dimension alone.

In the essay Utilitarianism (1863), Mill rejected two of the fundamental

assumptions of Bentham’s philosophy: the one according to which the

reasons for human action can all be reduced to self-interest and to the selfish

search for the maximum pleasure; and the other that the single individual is

the only judge of his own interest. The first argument permitted Mill to link

himself with the traditional English and Scottish ‘moral-sense’ philosophers.

Mill maintained that an increase in personal pleasure could also be derived
from participation in the happiness of others. In this way he justified, from a

utilitarian perspective, the rationality of behaviour motivated by feelings of

humanity and solidarity. The other argument was still more important, in

that it allowed relevant, if not substantial, departures from the laissez-faire

principle. In fact, in some cases he accepted State intervention in the

economy—for example, in education, in the regulation of the working day,

and in assistance to the poor. In these cases Mill maintained that the public
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authorities knew the interests of individuals better than they themselves, a

clear anticipation of the modern ‘merit goods’ doctrine.

More generally, however, utilitarianism had been interpreted by placing at

its base the criterion of the maximization of the welfare of the maximum

number of people; and Mill’s reformism pushed ahead to the point of
maintaining that such an objective should be pursued even at the cost of

reducing the welfare of some individuals. He derived this argument from the

natural-law component of another philosophical tradition, one that linked

him to Locke. In fact, he justified private property with the same argument as

Locke had used, the right of individuals to possess the products of their own

labour. But he criticized the abuses of this right, and especially the glaring

inequality in the distribution of property, which he explained in terms of

historical and institutional influences. Any interventions aimed at the cor-
rection of such defects were therefore considered legitimate. For example, he

proposed progressive death duties.

Mill did not consider such conclusions to be in conflict with the laws of

economics. In fact he admitted, as had done Smith and Ricardo, the natural

character of the laws of production, but denied, as did the socialists and the

historicists (for example, Richard Jones, an interesting English historicist of

whom we will speak in the next chapter), the natural character of the laws of

distribution. Thus, while he exalted competition and themarket, which would
allow the natural laws of production to operate in the best possible way,

he was not against the encouragement of profit-sharing schemes, and

co-operative work, as well as the development of small farming communities.

Under the influence ofHarriet Taylor, whomhemarried in old age,Mill made

substantial, pro-social changes in the second edition of the Principles (1849).

Mill considered himself a friend of the working classes, as well as of other

categories of outcasts and oppressed, and thought that history was working

for the final realization of a society he defined as ‘socialist’; but he did not
consider himself a socialist. In fact he fought, in his own way, against the

socialism of his times, so much so that he felt the need to demonstrate the

fallacy of the socialist doctrines from the point of view of economic science. In

order to understand these aspects ofMill’s thought, we need to enter the heart

of his political economy and, in particular, his theories of profit and wages.

3.3.3. Wages and the wages fund

There were traces of the wages-fund doctrine already in Smith’s work.

However, the theory was developed, above all, by Ricardo’s followers, who

tried to use it to overcome some difficulties of the Ricardian theory of the

natural wage. The use of the population principle to account for the tend-
ency of the market wage to adjust towards its natural level posed two crucial

problems which seemed to undermine the idea itself of a natural wage as a

centre of gravitation. First of all, it was necessary to define the subsistence
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wage in physiological terms, otherwise it would have been impossible to

explain the ability of a fall in the market wage to adjust the growth of the

labour supply by means of variations in the death rates. But all the classical

economists, including Smith and Ricardo, admitted that the subsistence

wage also depended on the habits and customs of the working population,
that is, on social and institutional factors, besides the biological ones.

Second, if it is admitted (as was the normal practice), that habits and customs

could also change as a result of changes in the level of income, the natural

wage could vary, in the long run, as a function of the market wage. Therefore

it could not be considered as a centre of gravitation for the latter.

Even if we ignore these two problems, however, the adjustment mechan-

ism which enabled the natural wage to regulate the oscillations of the

market wage would require extremely long periods, definable over genera-
tions. In this way, the natural wage loses its relevance. What sense did the

classical exercises in comparative statics have if the states that could be

compared presupposed periods of a quarter of a century or more? On

the other hand, if these exercises referred to the time span of the duration of

a productive cycle, generally assumed to be a year, then the wage and its

changes could not be anything but those determined by the market. We shall

see in the next chapter, when we consider Marx, which was the only coherent

way out of this problem—coherent, that is, with the classical approach.
The path taken by the Ricardians was that of abandoning the concept of

the natural wage and relegating the subsistence wage to the simple role of a

minimum limit of the market wage. The path was opened by McCulloch and

followed, with variations, by Torrens, Cairnes, and others. In order to

explain the theory in the simplest way, we will refer to an economy which

produces one consumer good and one capital good by means of labour and

capital. Let L be the labour force, L* its full employment level, wr the real

wage, �wwr its minimum subsistence level, and K capital. We will take the price
of the consumer good as numeraire.

As production requires time, it is necessary, at the end of every productive

cycle, to ‘set aside’ a part of the product to sustain the workers during the

successive cycle: this is the wages fund. Let us define it as W¼wrL. Its size

depends on three factors: the amount of profits, the capitalists’ propensity to

save, and the techniques in use. The classical economists took as given, at

each moment, the last two factors. Then, if the distribution of income is

known, it is possible to determine the wages fund, let us say, at level �WW . It
follows that wages and employment level are inversely related:

wr ¼
�WW

L

This relationship is represented in Fig. 5 by curve �WW , together with a very

simple labour supply function, L, corresponding to the one implicitly used by
the classical economists.
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As can be seen in Fig. 5, there is only one wage-level that guarantees full

employment (and the full utilization of capital), and this is we. The Ricardian
economists tended to interpret we as a market wage, and to consider it as

determined by the forces of supply and demand. But such an explanation

runs up against a series of logical difficulties. If the technique is given, the

capital: labour ratio, K/L, is known. At the moment in which the productive

process terminates, the structure and level of output are known. If it is

decided to set aside a certain wages fund, �WW , it is also automatically decided

how to share out the investments between technical capital and wages funds.

Thus K/ �WW will also be known. Therefore the level of employment and wages
are both determined, and independently of the labour supply. If the latter, by

chance, were equal to the ‘demand’, then the wage level would be we, but it

would not be a market wage. However, if the supply and demand of labour,

let us say L* and Ld, do not coincide, then the wage rate will be wd; but

neither is this a wage determined by the forces of supply and demand. In fact,

the market would tend to bring wages towards we. This point cannot be

reached, however, because, given �WW and K/ �WW , K is also given; and given K/L

at the level K/Ld, an increase in employment beyond Ld is impossible owing
to a lack of capital.

The wages-fund theorists, including Mill, vaguely realized this difficulty

and often tried to avoid it by letting K/L vary. This was a new path that

would eventually have led to the neoclassical theory of wages. But large steps

had to be taken; in particular, it was necessary to interpret �WW as a demand

schedule for labour and make it depend on a production function in which

wr

0 Ld L* L

w–r

W
–

L
–

wd

we

Fig. 5
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the substitutability between labour and capital was admissible. The

Ricardian economists were not equipped for such a leap.

Let us return to Mill; and, in order to avoid these difficulties, let us assume

that, by chance, L*¼Ld and we¼wd. Now we can see how Mill used the

theory. In the ‘short run’ the trade unions can do nothing to modify wages,
which depend solely on the techniques in use and the capitalists’ investment

decisions. In fact, an increase in the wages above we would lead to a

reduction in employment (and in the utilization of capital). But then, if

competition exists, the excess in labour supply will bring the wages back to

their ‘equilibrium’ value. The workers, according to Mill, will only be able to

influence wages in the ‘long run’. Over time, �WW and �LL shift to the right.

Wages increase if �WW moves more than �LL. Therefore they would grow faster

the higher the rhythm of accumulation and the lower the rate of population
growth. This explains why Mill suggested that his trade union friends should

preach less revolution and more contraception.

Later on, however, Mill changed his mind. The criticisms levelled against

him by William T. Thornton, and by other economists, made him under-

stand the anti-trade union use that could be made, and, in effect was being

made, of his theory. But his recantation was not complete. It was presented

in a review of Thornton’s book published in the Fortnightly Review in May

1869, and it consisted of the rejection, not of the theory itself, but of two of
the hypotheses that qualified it. Mill admitted that it was not necessary to

take as given the distribution of income and the propensity to save of the

capitalists. Thus wages could increase if the consumption of luxury goods

and/or the profit share decreased. However, a real limit to the increase of the

wages would still remain, a limit represented by the fact that this increase

could lead entrepreneurs to bankruptcy.

3.3.4. Capital and the wages fund

More than for the explanation of wages, Mill’s theory of the wages

fund is important for the explanation of profit and of the role played by

capital in the production process. From the point of view of the history of
economic thought, this aspect of Mill’s theoretical system is important for

the role it played in the transition from the classical to the neoclassical

approach.

In the Essays on Some Unsettled Questions in Political Economy, Mill

tackled some of the problems of the Ricardian theory of value. In this work

he argued that value did not only depend on labour; and that this was so

because the value of the means of production and wage goods depends,

in turn, not only on the wages advanced to produce them but also on the
profits earned by the capitalists. From this, Mill derived a theory of value

based on the cost of production which differed from Ricardo’s above all in

abandoning the search for an invariable measure of value. The theory was
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along rather similar lines to those followed by Torrens. However, it still

contained the Ricardian rejection of the additive theory of prices, and this is

what really counted.

The decisive turn occurred in the Principles, when Mill, precisely in

order to oppose the socialist theories of exploitation, was forced to
abandon Ricardo. In fact he maintained that the workers do not have a

right to the whole product, because it is not only labour that contributes

to the creation of the value of goods, but also the abstinence necessary to

render capital available. Labour is only one of the requirements of pro-

duction, and this cannot be undertaken without the aid of machinery and

the advance of the wages fund. Capital is the other requirement of pro-

duction, and it is the result of the abstinence from consumption on the

part of the capitalists.

But in our analysis . . . of the requisites of production, we found that there is another

necessary element in it besides labour. There is also capital; and this being the result of

abstinence, the produce, or its value, must be sufficient to remunerate, not only all

the labour required, but the abstinence of all the persons by whom the remuneration

of the different classes of labourers was advanced. The return for abstinence is profit.

(p. 280)

Mill explicitly referred to Senior:

As the wages of the labourer are the remuneration of labour, so the profits of the

capitalist are properly, according to Mr. Senior’s well-chosen expression, the remu-

neration of abstinence—they are what he gains by forbearing to consume his capital

for his own uses, and allowing it to be consumed by productive labourers for their

uses. For this forbearance he requires a recompense. (p. 245)

Here we have an extension of the ‘wages fund’ concept to include all

capital. The primary requisite of the production process, according to Mill,

is still labour (although sometimes land is also taken into consideration).

Capital is nothing else but the wages fund set aside in preceding periods in

order to sustain the workers who produce the means of production. These
advances create a profit. Ricardo would not have disagreed with all this.

But, according to him, capital does not contribute to the creation of value,

and profit is not the remuneration of a productive service. Mill’s theor-

etical jump consisted of the use of the abstinence theory to explain profit.

In fact this was subdivided into various components: a management sal-

ary, a risk premium, and a remuneration for abstinence. The last was

taken to coincide with interest. Mill, in this way, was able to speak a

Ricardian language and say that the profit, net of these three components,
is a residue. However, he did say something that Ricardo would never

have admitted when he stated that interest remunerates a productive

contribution.

This theory is similar to Senior’s. Mill, however, included in abstinence not

only the sacrifice connected to the renunciation of a given flow of income but
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also the sacrifice inherent in the renunciation of the consumption of capital

stock already accumulated. In this way interest is explained as the

remuneration, not of savings, but, more precisely, of capital.

Obviously, the economists of the Austrian school would have greatly

appreciated such an interpretation of the theory of the wages fund. In effect,
some of them considered the neoclassical theory of capital, at least in the

version based on the notion of ‘production period’, precisely as an extension

of the wages fund theory. What prevented Mill from taking the wages fund

doctrine to its extreme logical consequences? Basically he lacked two

ideas, which are, in fact, the core of the Austrian theory of capital: first the

hypothesis that it is possible to combine labour and capital in different

proportions; second, the hypothesis that the productive contribution of

capital decreases with the increase in the period in which the wages fund is
kept invested.

Of course, Mill can also be considered a forerunner of the English neo-

classical school besides the Austrian one. Apart from the possibility of

linking Jevons’s theory of capital to the wages fund approach, another line

of ancestry unites Mill to the neoclassical school, and it is that which

links him to Marshall. In regard to the role played by the forces of demand

and production in determining prices, Mill, as usual, started from Ricardo

in distinguishing between two categories of goods: those which are abso-
lutely limited in supply, and those for which the supply is susceptible to

indefinite mutiplication without increases of costs. The value of the goods

of the first type depends solely on the forces of demand, while the value of

those of the second type depends solely on the cost of production. However

Mill admitted that there is a third type of goods, one for which the supply is

susceptible to multiplication but not without increases of costs. The value of

these goods would still depend on the cost of production, but now only in the

most unfavourable existing circumstances. Mill was thinking about some-
thing similar to a ‘generalization’ of the role played by the decreasing returns

of land, but he did not go deeper into this question. The step that still had to

be made was to show that the ‘most unfavourable circumstances’ of the

production process depend on the quantity produced. This, on the one hand,

would have presupposed the hypothesis of variable returns of the productive

factors and, on the other, would have implied that price depends both on

forces of demand and on conditions of production.

We should like to conclude this brief exposition of Mill’s thought by
presenting his theory of the falling rate of profit. This will serve to give an

idea of how his reformism was linked to a strong and optimistic philosophy

of history, as well as to show that there was at least one thing in which Mill

remained basically a classical economist: his ability to link the abstract

theories to extremely important historical and political problems.

Mill believed, as did Smith, Ricardo, and Marx, that the rate of profit

was governed by an inevitable tendency to fall, in the very long run.

120 from ricardo to mill



Unlike the others, however, he evaluated the ‘phenomenon’ optimistically.

He had his own peculiar idea of the final goal of capital accumulation:

In contemplating any progressive movement . . . the mind is not satisfied with merely

tracing the laws of the movement; it cannot but ask the further question, to what

goal? . . . When the progress ceases, in what conditions are we to expect that it will

leave mankind? (p. 452)

The answer is:

I cannot . . . regard the stationary state of capital and wealth with the unaffected

aversion so generally manifested towards it by political economists of the old school.

I am inclined to believe that it would be, on the whole, a very considerable

improvement on our present condition. (p. 453)

The basic cause of the tendency towards the stationary state was to be found

in the increase in wealth caused by capitalist accumulation. Such an increase

would mean that the sacrifice of consumption connected to capital accu-

mulation would become progressively less painful. Therefore, the remu-
neration for abstinence would gradually diminish. In the end, a society

would be created in which there would exist so much wealth that there would

no longer be any need for or stimulus towards further capital accumulation.

Thus the vision of socialist society would have been realized: with zero

interest, nobody would earn more than the product of their own labour. This

would not lead to the abolition of private property, but only to the final

realization of its ‘natural’ distribution. In fact, natural law would justify

private property by the right of the individual to the possession of the
product of his own labour. This law would only be realized when the cap-

italists’ gains disappeared.

Mill did not criticize private property, nor the capitalist regime of the times

in which he lived, but only its imperfections and abuses. He did not, however,

consider these ‘imperfections’ unfounded: they were historically justified.

Certainly, it was necessary to correct some of the excesses and injustices of

the capitalist system which he observed. But, for the rest, he thought it was

enough to leave history to take its course. There is certainly a good reason
why Mill has been considered as one of the fathers of Fabian, or, rather,

cunctator, socialism.

3.4. English Monetary Theories and Debates in the Age of
Classical Economics

3.4.1. The Restriction Act

Finally we would like to recall some English monetary debates, which we

find particularly enlightening, in that they anticipate various contemporary

discussions between monetarists and Keynesians, for instance, that on the
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efficacy and utility of discretionary monetary policies, that on the

endogeneity of the money supply and that on the causes of inflation.

In 1797, facing the consequences of a serious financial crisis, the British

government passed a Restriction Act that suspended the convertibility of

sterling and gave life to a monetary system which was in open conflict with
the orthodox monetary doctrines. Immediately there was a sort of revolt on

the part of the most important laissez-faire economists, and a theoretical

controversy started which showed no signs of exhaustion until 1821, when

convertibility was re-established. After this the heated discussions

recommenced, but took a new direction.

The climax of the controversy occurred around 1810, the year in which the

Report of the Select Committee on the High Price of Gold Bullion was

presented to Parliament. The famous ‘Bullion Committee’ had been formed
in February 1810 to investigate the reasons for the depreciation of sterling

that had occurred in the first ten years of the century. And, both in the

formulation of the problem and in the political solutions suggested, it

revealed a clear stance in favour of one of the contending parties—the

bullionist—which was the position assumed by most orthodox economic

observers of the period. The two most important exponents of the

bullionist approach were Henry Thornton and David Ricardo. The former,

undoubtedly the most acute monetary theorist of the period, we will discuss
in section 3.4.3. Here we will discuss Ricardo’s ideas.

The existence of a persistent gold premium, i.e. a positive difference

between the market price and the mint price of gold, was the crux of the

problem. Ricardo considered this to be clear evidence of currency depreci-

ation, and the effect of excessive note issues by the Bank of England, an

excess made possible by the inconvertibility regime. In order to demonstrate

these arguments, he observed that the exchange rate of the pound with the

most important European currencies had long remained below the parity
determined by the mint price of gold. This phenomenon was also linked to

the excess of issues by the Bank of England.

At the basis of these beliefs, however, there was no accurate analysis of

the specific economic factors underlying the observed monetary and

foreign exchange phenomena: economic growth, foreign trade trends, crises,

the war, etc. Instead, there was a rigid and abstract application of the

theory of the price–specie-flow mechanism formulated by Hume in the

eighteenth century. The exchange rate between two convertible currencies
cannot diverge from the ratio between the gold parities except within strict

limits. If the exchange rate of sterling with respect to the dollar fell, it

would be in the interest of English importers and speculators to convert

sterling into gold and send the ingots to America. This would arrest the

depreciation of sterling. At the same time it would reduce the amount of

sterling in circulation and decrease internal prices. Such a mechanism,

however, could not work if sterling were inconvertible. In this case, in fact,
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it would be impossible to reduce the amount of sterling in circulation by

means of its conversion into gold.

The bullionists analysed the relationship existing between an excess of

issues and a high gold price in a similar way. If the currency was convertible, a

difference between the market price and the mint price of gold would not be
possible because, as soon as such a divergence arose, the merchants would

find it profitable to go to the mint to change sterling into ingots and sell the

gold on the market. In this way any excess in the amount of money in cir-

culation would be automatically eliminated owing to its conversion into gold.

The bullionists considered the Restriction Act as illicit government

interference into the affairs of the private sector. In fact, the Bank of

England was a private institution, even if it had been given some legal

monopolistic privileges. It should have been managed according to the
principles of sound administration of a private firm. The convertibility of the

banknotes which it issued would, in any case, oblige it to behave correctly.

With the Restriction Act the government had changed the rules of the game

in its own favour and loosened the administrative rigour of the bank, thus

causing a great deal of damage to the private citizens. In fact, inconvertibility

permitted the financing of an excess of State spending and generated sharp

increases in aggregate demand in monetary terms thus triggering inflation.

The ‘Bullion Committee’, which, as already mentioned, was dominated by
the bullionists, presented a report that was clearly in favour of the return to

convertibility. However, ten years had to pass before the government decided

to listen to its advice. The fact is that, in practice, things progressed in a

rather different way from that envisaged by orthodox theory; and this is one

of the most illuminating examples, in the history of economic thought, of

how the political sensibility and the experience of merchants, bankers, and

politicians can sometimes outweigh the doctrinal rigidity of theoretical

economists.
From 1793 to 1815 England was involved in a series of wars with France

which required the mobilization of all its political, military, and economic

resources. Continual and heavy financing of the allies, besides maintaining

the army, led to periodic draining of gold from the vaults of the Bank of

England. Furthermore, the difficulties of the war and the Continental

blockade made the export channels increasingly arduous and the supply of

raw materials and wage goods more costly. Add to that an exceptional series

of bad harvests, and it is easy to understand the real roots of the monetary
problems debated by the economists.

In fact, it was the detailed attention to the real problems that characterized

the theoretical approach of the anti-bullionists, from William Pitt (the

younger), Chancellor of the Exchequer at the time of the Restriction Act,

to Charles Bosanquet, Robert Torrens, and Robert Malthus. They

maintained that the undervaluation of the exchange rate was due to excep-

tional exogenous factors, such as financing of the allies, overseas military
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expenditure, the fall in exports, the increase in the value of imported com-

modities, and the bad harvests. The maintenance of convertibility would

probably permit the rebalancing of the balance of trade, but would produce

more damaging effects than the illness it was supposed to cure; while the

limit on the expansion of the money supply would force the government to
limit the public debt, thus giving deflationary impulses to the economy.

Moreover, further impulses of the same type would arise from difficulties

with the balance of payments. In fact, the rebalancing of foreign accounts

would require a reduction in the money supply and a decrease in incomes

and internal prices. This would lead to drastic reductions in production and

employment; phenomena which, in effect, often occurred in that period in

the form of financial and productive crises. Could Great Britain, in the

political conditions in which it found itself, allow itself the luxury of
deflation?

In regard to the problem of inflation, the anti-bullionists adopted a clearly

anti-monetarist viewpoint. The causal link in the equation of exchange, they

argued, goes from prices to the money supply and not vice versa. The

inflationary impulses come from the real economy, from bad harvests and

imports, while the money supply adjusts passively to demand. They even

maintained that it was impossible for the Bank of England, and the pro-

vincial issuing banks, to issue more bank notes than were necessary to sus-
tain the needs of commerce, provided they were restricted to discounting

only ‘real bills’. This argument had already been put forward by Adam

Smith. ‘Real bills’ are trade bills issued against transactions of real goods.

When they are discounted, the banks issue money (banknotes or deposits)

that has been stimulated by the flow of real transactions. This type of money

creation does not permanently modify the stock of money, because, when the

bill is due, the debt is paid back and the corresponding sum of money is taken

out of circulation. Credit is only renewed to finance new transactions.
According to this theory, the flow of new money is very elastic with respect to

the flow of income, so that the stock of money in circulation is always

adequate for the needs of transactions.

3.4.2. The Bank Charter Act

Immediately after the end of the Napoleonic era the English economy

entered into a long phase of stagnation, which was characterized by a suc-

cession of brief periods of expansion, culminating in ephemeral explosions of

speculative euphoria, and long periods of crisis, with sharp decreases in

employment, production, and prices.

There were two causes at the root of the first of these crises: the reduction
of public spending connected to the end of the war and, perhaps more

important, the monetary changes caused by the decision to return to con-

vertibility. There had been a drastic cut in Bank of England issues during
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1817–19, when preparations were being made for the return to gold; but the

cuts were even more drastic in 1819–21, when the parliamentary decision

was put into practice. Ricardo’s critics immediately attributed the respons-

ibility of the crisis to his monetary theory; and Ricardo had difficulty in

defending himself. He argued that the blame should be attributed to the
drastic and rapid way in which the Bank had undertaken the return to

convertibility, forgetting that he himself, in the preceding years, had stated in

Parliament that the restoration of the Gold Standard would have to be

extremely rapid. In any case, the 1825 crisis and, with the passing of time, all

the other crises that followed served to convince a growing number of eco-

nomists of one fact: that the simple maintenance of convertibility was not

sufficient to maintain monetary stability. The problem, therefore, was how

to establish the rules of behaviour to which the Bank of England would have
to conform.

The debate on this problem, which began immediately after the 1825 crisis

and went on until the end of the 1840s, involved two schools of thought: the

currency school, which linked itself to the bullionist tradition, and the

banking school, which basically continued the anti-bullionist tradition, even

though it accepted some of the arguments of the old bullionist views. The

main exponents of the former were Thomas Joplin, Samuel Jones Lloyd

(Lord Overstone), and Robert Torrens, who had passed over to the enemy
after fighting in the ranks of the anti-bullionists in the second decade of the

century. The main members of the banking school were Thomas Tooke,

John Fullarton James William Gilbart, and, with a certain ambiguity, John

Stuart Mill.

The currency school established the principle of ‘metallic fluctuation’,

according to which the amount of money in circulation should oscillate as if

it were entirely made up of gold. In other words, the quantity of banknotes

would have to vary in the same measure as the gold reserves. It was argued
that this rule could be infringed if the Bank of England reserved the right to

adopt discretionary monetary policies.

Many economists of this school, headed by Overstone, had adopted a

theory of the business cycle in which monetary permissiveness played an

essential role. In expansion phases, they maintained, the Bank of England

quickly adjusted the supply to the demand of money, so fuelling inflation,

speculation, and euphoria. Then, when the crisis and panic arrived, the

Bank, in order to protect its own reserves, was forced to take drastic
measures, thus deepening the crisis.

The currency-school theorists proposed two fundamental measures to

overcome these difficulties. The first, in part inspired by a proposal put

forward by Ricardo in Plan for the Establishment of a National Bank,

consisted of the division of the Bank of England into two departments: a

banking department, with the credit function, and an issue department,

with the sole task of issuing banknotes. In this way, it was thought, the
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oscillations in gold reserves could not be influenced by credit policies. This

would have ensured perfect ‘metallic fluctuation’. The second measure

imposed to the Bank to cover banknotes issues with bills only for a fixed

amount. For the rest, issues had to be covered with gold reserves. In this way

the reserve ratio would have changed automatically and anti-cyclically,
increasing during years of prosperity, when the reserves increased, and

decreasing when they decreased in the phases of crisis.

The 1844 Bank Charter Act (also known as the ‘Peel Act’, after the name

of the Chancellor of the Exchequer who proclaimed it), fully adopting the

currency-school view, divided the Bank of England into two departments,

and established that the cover in bills of the liabilities of the issue department

had to be £14 million.

Let us now consider the theories of the banking school. The exponents of
this school accepted some of the currency school’s arguments, for example,

the dogma of the superiority of the Gold Standard to an inconvertible paper

money regime. However, they disagreed on nearly every other question of

any theoretical importance, especially in regard to the definition of money,

which they formulated in much less restrictive and more modern terms than

their opponents, including in the stock of money, besides currency, deposits

and bills of exchange. The banking school maintained that both the

amounts of deposits and bills change with transactions; that the money
supply is endogenous, and that the Bank of England is incapable of

controlling it efficiently. Not only this, but they argued that even the

circulation of banknotes is outside the control of the Bank. They supported

this view by using the old ‘real-bills’ doctrine, now renamed the ‘doctrine of

reflux’.

At this time the banking school had two new weapons with which to

defend its own arguments: convertibility had been re-established and, from

1833, the 5 per cent limit for the discount rate had been abolished. Thus, at
least in principle, an excess in the demand for credit for speculative purposes

could be hindered by an increase in the discount rate. On the other hand, if

an excess of issues had to be measured by the gold premium, as Ricardo and

his followers had argued, then no excess of issues could exist in a convert-

ibility regime. In fact, as soon as the paper money showed signs of being

undervalued with respect to gold, it would have flowed back to the Bank to

be converted. This would have arrested its depreciation and eliminated the

excess of liquidity.
The theorists of the banking school were certainly right in maintaining

that the overall money supply was very elastic and out of the control of the

Bank. In fact, this was the main reason why the monetary strait-jacket

constituted by the Bank Charter Act did not manage to obstruct to any

significant degree the movements of the English economy. The adjustments

of the money supply to the needs of capital accumulation occurred by

variations in deposits and credit, despite the strictness of the rules the
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department of issues had to follow. Besides, there was always the possibility

of suspending the Act in periods of serious crisis, as actually happened in

1847, 1857, and partially in 1866.

Finally, we should point out that, over time, the facts increasingly dem-

onstrated the prevalently ideological nature of the Gold Standard doctrine,
at least if it is understood as a theory of an automatic and neutral equilib-

rating mechanism of foreign trade. During the 70 years after the passing of

the Bank Act, the English economy was able to expand without great

problems of external equilibrium, despite a permanent trade deficit; so that

there were very few difficulties in the defence of the gold reserves of the Bank

of England. But the external equilibrium was maintained thanks to the

adoption of a shrewd policy in regard to the discount rate, a policy that was

neither automatic nor neutral, and that tended to compel the less developed
countries, and especially the producers of raw materials, to pay for the

adjustments when necessary.

The economists of the banking school, well aware of the industrial

and financial power of the English economy, argued that the serious

problems for the gold reserves originated above all from exogenous and

temporary commercial difficulties. These causes of the gold drain were

considered ‘terminable’, that is, capable of stopping by themselves. All that

was asked from the Bank of England, therefore, was to maintain a large
gold reserve, around £15–18 million, so as to tackle the causes of tem-

porary drains.

An important achievement of this debate concerns the understanding of

the credit multiplier. It had become clear that the credit system based on the

principle of fractional reserves generated significant multiplication effects of

the central monetary impulses. Torrens, in particular, outlined the mech-

anism of credit multiplication quite precisely. He maintained in any case, as

did a few other members of the currency school, that the mechanism only
created phenomena of amplification of the monetary impulses, but did not

hinder the ability of the Bank to control the overall expansion of liquidity.

Most of the members of the currency school did not follow Torrens on this

point; but the main reason for the inability of the Bank of England to control

the overall money supply, namely, the variability of the bank reserve ratios,

was not yet well understood.

3.4.3. Henry Thornton

The economists mentioned in the preceding two sections are only a few out

of the dozens and dozens who in Great Britain were concerned with mon-

etary problems in this period. Moreover, the limitations we imposed on
ourselves have prevented us from doing justice to the peculiarities of the

individual contributions of the few we have mentioned. However, we must

say something more precise about Henry Thornton, if for no other reason
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than that his theories created the roots of that great English monetary-theory

tradition which, passing through Marshall and his school, was to culminate

in the Keynesian revolution.

Thornton was not an academic but a successful banker, who studied

monetary theory for its direct implications for practical policy. He was also
an influential Member of Parliament, as well as a fervent evangelist; and

made an important contribution, along with Horner and Huskisson, to the

drafting of the 1810 Bullion Report. Immediately after the 1797 Restriction

Act he wrote a book which was full of profound insights and important

theoretical innovations; a book that has been judged the greatest work on

monetary theory of the nineteenth century: An Enquiry into the Nature and

Effects of the Paper Credit of Great Britain (1802).

Initially, Thornton was not against the Restriction Act, which he justified
by the necessity of facing the problem of the drain of gold caused by panic

and the war. He believed, however, that it should be an exceptional and

temporary measure: the normal monetary system should be the Gold

Standard. He was also one of the most rigorous theorists of the functioning

of this system. He adopted Hume’s arguments on the price–specie-flow

mechanism and on that basis developed the theory of the relationship

existing between the depreciation of the exchange rate, the gold premium,

and the excess of issues in a fiat money regime, a theory that was later to be
upheld by Ricardo and his followers. We have discussed this in the previous

section, and will not return to it here. We will just mention a development

that Thornton brought to Hume’s theory: the argument that the internal

deflation capable of correcting a balance-of-payments deficit would have

operated, not only on price levels, but also on the level of income and, thus,

directly on the level of demand for imports of consumer goods.

Thornton was not a committed deflationist like Ricardo. He believed, with

the anti-bullionists, that a depreciation of the exchange rate and the emer-
gence of a gold premium were not always caused by an excess of issues. In

special cases they could originate from exogenous and temporary factors,

such as a bad harvest, an explosion of panic, or a large transfer of gold to the

allies. In these cases, he argued, a contraction in the issues could aggravate

the problems rather than solve them. Particularly important are his ideas on

the causes of internal drain, ideas in which some elements of the liquidity

preference theory are foreshadowed. Individuals hold money, not only as a

means of exchange, but also as a reserve of value, so that the quantity desired
depends on the state of confidence.

A high state of confidence contributes to make men provide less amply against

contingencies. At such a time, they trust, that if the demand upon them for a pay-

ment, which is now doubtful and contingent, should actually be made, they shall be

able to provide for it at the moment . . . When, on the contrary, a season of distrust

arises prudence suggests that the loss of interest arising from a detention of notes for a

few additional days should not be regarded. It is well known that guineas are hoarded
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in times of alarm, on this principle . . . In difficult times, however, the disposition to

hoard, or rather to be largely provided with Bank of England notes, will, perhaps,

prevail in no inconsiderable degree. (p. 46)

This phenomenon explains the variations in the velocity of circulation of

the different monetary means. Thornton used a wide definition of money,

including in it various means of exchange with different velocities of cir-

culation, and also bills of exchange. He maintained that, in periods of

crisis, not only the gold reserves of the Bank shrink but also the overall

quantity of money and its velocity of circulation diminish. Therefore, the
decision to reduce bank issues in order to check the drain would be a

serious political error. It is important to note the remarkable implications

of this argument for monetary policy. The liquidity preference theory,

together with an understanding of the cyclical character of economic

movements, led Thornton to attribute to the Bank of England, considered

as an institution entrusted with public goals, a basic function as a lender of

last resort.

Thornton was a bullionist above all in regard to the long-run effects of the
movements of the monetary variables, and was inclined to believe—as we

would say today—in the inefficacy of monetary policy in the long run.

However, he did notice the possible real short-run effects of the Bank’s

decisions. He argued that a credit expansion, by raising prices and profits,

given the stickiness of wages, could stimulate production and increase the

level of employment. He also argued that the decreases in real wages caused

by inflation generate forced saving (‘defalcation of revenue’) and induce

changes in the productive structure in favour of the accumulation of stocks
of goods and means of production. Thornton thought that the Bank of

England should follow a discretionary monetary policy, with the double aim

of dampening the cyclical nature of economic growth, by intervening above

all in periods of crisis, and of ensuring the stability of the exchange rate. The

main intervention instrument should be the interest rate.

Thornton made an important theoretical contribution in regard to the

theory of interest. He observed that the usury laws forced the Bank of

England to expand credit without limit when the rate of profit was above the
legal 5 per cent discount rate. Anticipating Wicksell in this, he brought to

light the cumulative character of the inflationary effects of this process. He

also pointed out the consequences of inflation on the reduction of the real

value of the rate of interest. For example, he argued that, with a monetary

interest rate fixed at 5 per cent, a 3 per cent inflation would reduce the real

interest rate to 2 per cent. In countries where there were no usury laws,

however, this phenomenon would have led to an increase in the nominal rate.

The political implications of this reasoning are simple: only in the absence of
usury laws could the Bank of England have an effective monetary-policy

instrument in the interest rate.
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4

Socialist Economic Thought
and Marx

4.1. From Utopia to Socialism

4.1.1. The birth of the workers’ movement

This chapter covers the same historical period as the last one and, in the same
way, can be divided into two parts: the first runs from the end of the

Napoleonic Wars to the 1848 revolution; the second covers the subsequent

twenty years. Unlike the preceding chapter, where we dealt with capitalist

growth and its economic theories, here our attention is focused on the class

conflict between the workers and capitalists and the theories that emerged

from this.

The modern workers’ movement began with the great Luddite social

uprisings of 1808–20, involving France and, especially, England, where the
revolt was so strong, organized, and overpowering that the government, to

put it down, had to use an army of 12,000 men.

The movement was subdued with a great deal of bloodshed in both

countries, but burst out again, with a higher level of organization and

political awareness in the 1820s and 1830s. In England it was organized at

first by the Owenist trade unions and later by the Chartist movement, under

whose banner it conducted bitter fights for objectives such as the new Poor

Laws, the Reform Bill, and the reduction of the working day for women and
children. In France it produced various armed insurrections at the beginning

of the 1830s, some of which gave the final blow to the reign of Charles X,

contributing to the ascent to the throne of Louis-Philippe, ‘the bourgeois

king’.

The next ten years saw serious outbreaks of conflict in both countries. In

England the climax was reached in 1842–3, while in France the struggle

began again, after ten years of respite, in 1844–6, finally exploding in the

1848 revolution. The following twenty years, initiated by the bloody defeat
the workers’ movement suffered in France, were, in contrast to the preceding

period, years of almost complete social peace in both countries, and only in

1867–9 was there a sharp and massive resumption of the workers’ struggle.

The division of this period into two sub-periods, one of acute conflict

(1808–48) and the other of social peace (1848–68), corresponds more or less

to that made in the previous chapter between the years of Restoration and



the ‘Age of Capital’. This division into two phases has been useful to frame

the evolution of economic ideas. In fact, in the first phase we observed a

situation of theoretical turbulence, with a succession of innovations, an

overlapping of debates, and an incessant struggle among competing theories,

whereas in the second period there were attempts at theoretical systemization
and generalization, and at the construction of a scientific orthodoxy. In this

chapter we will outline a similar phenomenon in the evolution of socialist

thought: the years of sharp conflict gave birth to a great number of new and

more or less alternative socialist theories, while the period of social respite

produced only the great synthesis by Marx.

4.1.2. The two faces of Utopia

The modern organized workers’ movement and, with it, the basis of its view

of the world were formed between 1808 and 1840. This book is not a history

of political thought, and we have not the space to deal with the birth of

socialist thought in general. However, some of the essential points must be
dealt with in a synthetic way in a history of economic thought.

First, it is important to highlight the two extremes between which all the

attempts to construct a socialist theoretical system have oscillated. As we will

see in the next section, these two extremes were embodied, at the beginning

of the nineteenth century, by the systems of Saint-Simon and Fourier. But it

is possible to go back a few centuries, at least to the final years of the

Renaissance, to trace, in humanist utopian thought, the first philosophical

manifestations of that duality in social design.
On the one hand is the Utopia-of-order model formulated by More and

other Catholic philosophers such as Campanella and Ludovico Agostini.

This model inspired the first great experiment in the construction of a real

‘socialist’ society, the Jesuit Republic in Paraguay, with over 144,000

inhabitants at its peak, and its almost incredible duration of nearly a century,

from the seventeenth to eighteenth centuries. In this case, the Catholic view

of society as a ‘mystic body’ prevailed. Individuals exist and also deserve to

be happy, but only as parts of a metaphysical entity which, one could say,
gives them life as social beings. Individual liberty is not a value in Utopia:

children obey their parents, women their husbands, and everybody the

patriarchs. The slaves obey the free people in More’s Utopia and the colonies

the metropolis. The State dominates all. The slaves do not constitute a moral

problem, as they are people who prefer slavery in Utopia to liberty outside.

Neither is imperialism a problem; on the contrary, whoever is outside the

ideal order deserves subjection. It is surprising that such a system could have

been thought of as an ideal society; but in effect, it was just that: the ideal form
of domination by society over the individual, with perfectly planned pro-

duction,completelycentralizeddecisions,andmeticulouslyorganizedworking

activity, with even architecture and physical geography being forced into the
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strict, elegant rigour of social geometry, not to mention State intervention in

the sexual sphere. The principle controlling the ownership of the means of

production in the Jesuit Republic was expressed by Voltaire’s lapidary sen-

tence: people possess nothing, the Jesuits everything. By the way, it is

interesting to note that the enlightened philosopher passed from the theory
to praxis giving his support, even financial, to the Maranhao company,

charged by Portugal to put an end violently to the republican experiment.

The rival to this design of an ideal society arose at almost the same

time, around the middle of the sixteenth century, and is the Utopia-of-

freedom model. The literary versions that exist are almost all less scholarly

and refined than More’s, given their folk origin, but they are all easily

recognizable, in the various Lands of Cockaigne, where there is no need to

work to eat; or in Doni’s ‘wise and mad world’, where the family and
money are abolished and where there is no central government or division

between intellectual and manual work; or the Rabelaisian Abbey of

Thélème, where there is only one rule—do what you want; and, finally, in

the first attempt, which however collapsed immediately, by the Diggers of

Everard and Winstanley to create such a Utopia during the Glorious

Revolution. This is a dream of individual liberation whose philosophical

basis, if it has one at all, is clearly anti-Catholic and hedonistic. Work

tends to disappear, and the State with it. The criterion of resource
allocation in a communist society was so defined by Marx: ‘from each

according to his ability, to each according to his needs’. Anton Francesco

Doni (p. 50) anticipated him by more than three centuries: ‘everybody

brought the product of his work, and took what he needed’.

4.1.3. Saint-Simon and Fourier

Between one revolution and another, these two alternative models of social

organization passed through European culture, without a break in con-

tinuity, from the Renaissance to the Enlightenment. In the first half of the

nineteenth century they met the organized workers’ movement, ceased to be

dreams, and turned into projects.
Claude-Henry de Rouvroy de Saint-Simon theorized better than any other

socialist thinker of the period the principle of a cohesive organization of

society. Overcoming ‘dialectically’ Enlightenment thought, and, above all, its

reactionary antithesis as produced by De Maistre and De Bonald at the

beginning of the century, Saint-Simon’s synthesis tried to link an anti-

individualistic view of society with the cult of technological and scientific

progress, as if he wished to project into the future, rather than the past, the

ideal of a cohesive and functional social organization. Far from wishing to
realize the democratic dream of the eighteenth century and the Revolution,

Saint-Simon constructed a model of a strongly hierarchical and strictly

meritocratic society.
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Saint-Simon despised the waste, parasitism, and anarchy of capitalism—in

other words, its imperfections. His ‘socialism’ aspired towards a society of

producers, i.e. workers, technicians, scientists, and entrepreneurs—the

‘industrialists’, as he called them. Saint-Simon maintained that the capital-

ists should be the managing élite, not because of the power derived from their
wealth, but rather because of their function as innovators and organizers of

the production process. The workers would obtain a gradual improvement in

their living conditions, not at the expense of machines and capital, but rather

by means of them.

Saint-Simon’s main work, Du système industriel, was written in collab-

oration with his secretary, Auguste Comte, and was published between 1820

and 1822. In it he preached for the productive efficiency of the factory to be

extended to the whole society, which would become an immense factory,
with central planning of production and a distribution system based on the

principle that remuneration be linked strictly to productivity.

Saint-Simon’s industrial system would have finally liberated man, but

from what? It is not difficult to understand that a republic such as this, in

which individual liberty was so restricted in favour of the collective

prerogatives, would have needed a strong religion. On the other hand, it

presupposed a strong metaphysical and ethical base. It was not by chance

that Saint-Simon aspired to give mankind a new catechism, or even to found
a new religion. Nor was it by chance that some of his followers were reduced,

in the end, to founding religious sects. Those who were more realistic ded-

icated themselves instead to finance or engineering, in an attempt to improve,

if not mankind, at least capitalism.

At the opposite extreme to Saint-Simon is François-Marie-Charles

Fourier. Also his thought presupposes a sort of dialectical negation of the

Enlightenment, but now the connecting link is Rousseau, with his philo-

sophy of the noble savage and his attempt to bring natural-law philosophy to
its extreme logical conclusions.

It is important to point out that not only Fourier, but also the great

majority of nineteenth-century socialist thinkers, accepted Rousseau’s criti-

cism of that way of reasoning typical of natural-law philosophies, aiming at

establishing the right by means of the fact, a way of thinking which had

enabled Locke to justify, among other things, private property and its

unequal distribution.

Rousseau had turned seventeenth-century natural-law philosophy to his
own philosophical ends, up to the point of denying not only the naturalness of

the State and private property, but also that of the family. He believed that

social inequality had been created by a drastic break from the original state of

nature, a break which had created history, institutions, and civilization.

Rousseau’s ‘state of nature’ was an ideological construction aiming at

showing, not the natural essence of the social being or the existing social order,

but the ‘should be’ dimension that is inherent in it as potentiality andnegation.
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The theory of the noble savage in a rather naı̈ve version, to tell the truth, is

also present in Fourier’s thought; in fact, it is one of his basic philosophical

presuppositions. Men were considered to be naturally good. If they have

‘perversions’, it is only because society is unnatural. If individuals were

allowed freely to realize their own natural wishes, they would spontaneously
organize themselves in a harmonious way. Le Nouveau monde amoureux

(a work remained unpublished until 1967) saw the passions of individuals

combine with those of others and thus ceasing to be perversions. The family,

the receptacle of hypocrisy and repression, would be abolished, and with it

commerce, the cancer of the economy and the cause of waste and parasitism.

Consumption would be spontaneously reduced to essentials, industry reor-

ganized, work co-ordinated in small communities and distributed according

to individual abilities and wishes. Alienation would disappear, together with
economic exploitation and political oppression.

It is not difficult to understand why Marx and Engels, in the Manifesto of

the Communist Party (1848) put Fourier, as well as Saint-Simon (and this is a

little more difficult to understand), in the group of utopian socialists. Marx

and Engels, like almost all the other nineteenth-century socialists, avoided

the two extremes, even, if, like all the others, they tried to construct their own

socialist system by combining Saint-Simon and Fourier.

In order to understand the sense of the doctrinal polarity embodied by
Saint-Simon and Fourier and the reason for its pervasiveness within socialist

thought, it is necessary to look at the real ambivalence of the problem from

which socialist thought originates. The liberation of labour implies the

abolition of a social relationship: that between capital and labour. Such a

project of liberation has two faces. On the one hand, it can be considered as a

plan for the abolition of profit and capital, on the other as a project for the

abolition of wages and labour. In the first case the accent is placed on

exploitation, in the second on alienation. In the first case, there is an
aspiration towards an ideal society capable of ensuring distributive justice, in

the second, toward a new society founded on individual liberty. In the first

case, liberty is not a value; on the contrary, the principle of authority, once

freed from the feudal residues that tie it arbitrarily to physical persons (the

owners of capital) even in the bourgeois society, is exalted and purified when

related to a technocratic organizational principle and to a meritocratic dis-

tributive criterion. In the second case it is economic equality, intended as a

law of correspondence between remunerations and productive services, that
becomes a disvalue, being inadequate to take into account the ‘natural’

inequality of abilities and needs as well as the individuals’ aspirations on

which free social interaction is based.

Confused and hesitant in the face of these two opposing visions,

apparently so irreconcilable and incompatible with historical possibilities,

socialism in the first half of the nineteenth century seemed destined to pro-

duce only dream-worlds, vain assaults on the sky (in Europe) and vain
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agricultural communities (in America). It was the genius of Marx that broke

the spell and founded modern socialism, in fact producing, not one, but two

strokes of genius. The first consisted of interpreting the two antithetical

principles of social reorganization as laws of different historical phases. The

‘first phase’ of communism, in which each person would be remunerated
according to his or her own ability, would be only the starting point of an

evolution towards a superior social organization: a fully-fledged ‘communist’

society, in which each person would only receive according to his needs while

would give according to his abilities. The other stroke of genius consisted of

not saying a great deal more about this. Marx avoided extravagant con-

structions, leaving history, i.e. mankind itself, the task of realizing human

ideals. It was in this way that the socialist dream, according to Engels,

became science.

4.2. Socialist Economic Theories

4.2.1. Sismondi, Proudhon, Rodbertus

In the field of economics the socialists of the first half of the nineteenth
century made important contributions, producing a series of fairly homo-

genous doctrines, in spite of the diversity of approaches and cultural back-

grounds. The unifying element was provided by the influence of Ricardian

economic theory, which, in different ways and at different levels, was felt by

all the socialist economists of the period, from Sismondi to Rodbertus, from

Proudhon to the Ricardian socialists.

Jean-Charles-Léonard Simonde de Sismondi was a theorist of the

anarchy of capitalist production and a critic of Say’s Law. Besides this, he
considered laissez-faire as a capitalist weapon against the workers, who,

due to competition and technical progress, were forced to accept subsist-

ence wages and to undergo progressive impoverishment. However, the low

level of workers’ consumption would hamper the realization of the sur-

plus. Sismondi was the first economist to develop a theory of under-

consumption based on the unequal distribution of income. Thus Say’s Law

does not work precisely because of the unequal distribution of income.

This argument is similar to that put forward by Malthus. Sismondi,
however, proposed to solve the problem by redistributing wealth, not from

the capitalists to the landowners, but rather from the capitalists to the

workers—an objective that could have been realized through State inter-

vention. Without advocating violent revolutions and without demanding

the abolition of private property, Sismondi’s socialism aspired to construct

a society dominated by small agricultural and craft producers, with an

industry which distributed its profits also to the workers, land divided up

into small plots, an efficient and extensive social-security system, and
sharply progressive death duties. For these reasons Sismondi is considered
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the founder of the current of thought which is to-day known as ‘social

economy’.

A few years later Pierre-Joseph Proudhon was to follow similar lines. He

was closer to Fourier than to Saint-Simon. He argued for the abolition, not

of private property, but only of its excesses, and he exalted individual liberty
against any form of State control. His socialism presupposed the ability of

individuals to spontaneously organize themselves, and aimed at constructing

an economy made up of artisan and industrial co-operatives. He rejected

class struggle, and proposed free credit as the main instrument for the

construction of socialism: by this means the workers would be able to

accumulate their own capital.

A contemporary of Proudhon, but professing quite different political and

economic ideas, was Johann Karl Rodbertus. He was a Romantic and
conservative critic of capitalism, and professed a reformist and statist

socialism in which the inequality in the distribution of income could be, if not

eliminated, at least reduced to decent limits. The instruments to be used to

reach such a goal were, basically, taxation and the State regulation of prices.

Rodbertus used the labour theory of value to demonstrate that the existence

of incomes other than wages implies the exploitation of workers. Besides, he

maintained that, owing to the tendency of wages to settle at subsistence level,

technical progress would lead, on one side, to an increasing relative
impoverishment of the workers and, on the other, towards a chronic pre-

disposition of the capitalist system to under-consumption crises.

4.2.2. Godwin and Owen

In England the polarity between organicist and libertarian socialism was

represented by the contrasting positions of Owen and Godwin.

William Godwin, in Enquiry Concerning Political Justice (1793), tried to

construct his socialist theoretical system on utilitarian foundations, and

arrived at a criticism of Locke’s justification of private property with argu-

ments not dissimilar to those with whichRousseau had criticized seventeenth-

century natural-law philosophy. According to Godwin, each individual has
only the right to possess the goods necessary to his own satisfaction; and

nobody has the right tomaximize his ownpleasure by impairing that of others.

Private property, to the degree to which it contradicts this principle of justice,

is illegitimate. At its base there is only the property right and the sanction

given to it by the State. Godwin maintained that individual liberty and social

justice are two sides of the same coin, and that the liberation of man from

oppression requires the abolition of both private property and the State. He

assumed that man is rational, basically good, and in possession of the means
of realizing his objectives by persuasion rather than violence.

On the contrary, the philosophy of Robert Owen was inspired by a

pessimistic view of man. He did not recognize in humankind any natural
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aspiration to liberty. On the other hand, he thought that the character of

man could be moulded simply by modifying his living conditions. Charged

by the House of Commons to co-ordinate the works of a Committee of

investigation into the state of application of the Poor Laws, Owen exposed

his radical views in a report which was obviously rejected by the House itself.
Then he developed a system of social organization inspired by educational

objectives, and tried to put this into practice in his own factory. He con-

sidered the factory as the nucleus around which society should be built. The

factory should be co-operatively managed; production should be increased

by using the most up-to-date machines; the goods should be exchanged on

the basis of embodied labour (‘equitable labour exchanges’); and society

should provide not only for the production planning but also for the spiritual

education of the producers. The ruling functions should be a prerogative of
the old, and the whole hierarchy of social relations should be based on age

differences. Gerontocracy is a common element of a great many of the

Utopias of order; as it seemed impossible to do without a principle of

authority, a power distribution based on age seemed to be the most natural

and the least unjust.

4.2.3. The Ricardian socialists and related theorists

In England, Owen’s thought inspired a strong co-operative movement and,

in the 1820s, a militant trade union movement which was later to converge in

the Chartist party.
Three economists, followers of the Owenist movement, were known as

‘Ricardian socialists’: William Thompson, John Gray, and John Francis

Bray. Two more economists, Thomas Hodgskin and ‘Piercy Ravenston’, can

be loosely placed in the same group, although they differ from the preceding

three above all in their political beliefs, the former being an anarchist and

libertarian and the latter a conservative.

These economists were directly linked to the classical tradition, especially

Ricardian. They accepted the labour theory of value and, combining it with a
special interpretation of the natural-law doctrine of ownership, tried to use it

to support a theory of labour exploitation. From Locke they took up the

argument that the source of value is labour. They then built a model of a

‘natural’ society and compared it to the real society. From Locke’s argu-

ments about private property, they accepted those derived from the thesis of

the natural right of each individual to possess the products of his own labour,

but not those that aimed at justifying a particular historical structure of

wealth distribution with the theory of social consensus and monetary con-
vention. The Ricardian socialists did not believe that the capitalist system

possesses any of those ‘natural’ characteristics Locke and Smith attributed to

it. On the contrary, they considered it to be an artificial system, opposed to

140 socialist economic thought and marx



a natural-law right of fundamental importance—that of the worker to own

the product of his own labour.

The Ricardian socialists also emphasized the role played by competition in

the labour market in lowering wages. Competition pushed wages towards the

subsistence level and, above all, forced them to remain at a level below the
‘value of labour’.

In regard to the theory of value and distribution, these economists were

not so ingenuous as one might believe from Marx’s criticism of them.

Hodgskin in particular had a deep understanding of how the problem arose

with Smith and the reasons for his analytical difficulties, and proposed a

solution which could be considered as beyond criticism. He distinguished the

‘natural price’, defined as that prevailing in an economy regulated by natural

law, and which can be expressed in terms of embodied labour, from the
‘social price’, defined as the one which prevails in real society. In real cap-

italist societies workers do not obtain the whole produce of their labour: they

can obtain a good only if they provide a quantity of labour which is higher

than that required for producing it. They buy commodities at ‘social’ prices

while producing them at ‘natural’ values. The ‘social price’ is the production

price expressed in terms of labour commanded; and it is true that in a cap-

italist economy it is always higher than that expressed in embodied labour.

Finally, to show that the Ricardian socialists were not only concerned with
‘metaphysical’ problems, we should like to mention an anonymous work,

published in 1821 and entitled An Inquiry into Those Principles Respecting the

Nature of Demand and the Necessity of Consumption. The author of this

paper intended to intervene in the controversy betweenMalthus and Ricardo

about the possibility of general gluts, to demonstrate that the acceptance by

Malthus of the argument that ‘savings’ never means ‘hoarding’ undermined

his theory of the lack of effective demand.

He also denied, however, that Ricardo was right about the impossibility of
general gluts. In fact, the author argued that the adjustment processes by

which competition would have corrected the sudden changes of the channels

of commerce was neither automatic nor painless in terms of profits and

employment: they would require a long period of inactivity and a consequent

loss of jobs at the macroeconomic level. Even worse, they would greatly

reduce the scale of activity of the whole economy. The author was not very

clear about the cause of the problem, but he put forward an interesting

argument according to which the credit system contributes to worsen all the
great fluctuations. The essay gives the impression that the author had direct

knowledge, and not only theoretical, of the workings of the crisis when he

argues that the reductions in bank credit cause a decrease in investment,

production, and employment.

Finally, we will mention here a contemporary of the Ricardian socialists,

Richard Jones—although he should not really be included in this section, as

he was neither a socialist nor a Ricardian. But as this section actually deals
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with the English forerunners of Marx, Jones does deserve to be included in it.

He criticized Ricardo for his deductive and a priori method of reasoning,

suggesting the necessity of basing theoretical generalizations, in order to

make them really useful, on the observation of historical facts. He also cri-

ticized Ricardo for having constructed general laws, and presenting them as
natural, when in fact they were historically limited. Jones believed that

political economy should be a form of ‘economic anatomy’ of society, and

should study the class structures and the institutional patterns that influence

the production and the distribution of income in a given society in a given

historical context. Therefore, the laws formulated by Ricardo were valid only

in a capitalist society, especially those concerned with the formation of rent.

Capitalist society represents only one phase in the historical development of

humanity and is characterized by the fact that the workers are dependent on
the entrepreneurial class. Jones, who was more of a conservative than a

socialist, did not, however, exclude the possibility that capitalism is a phase of

an economic evolution towards a more desirable state of affairs, such as one

in which workers are themselves the owners of capital. It is not surprising that

Marx, in his Theories of Surplus Value, dedicated an entire chapter to Jones.

4.3. Marx’s Economic Theory

4.3.1. Marx and the classical economists

Just when theories of economic harmony were spreading all over the capit-

alist world, Karl Marx was working on a ‘critique of political economy’. The

dates here are important. The defeat of the workers’ movement in 1848
ended a cycle of struggle which had lasted for more than thirty years and

opened a phase of bourgeois cultural hegemony and capitalist economic

growth previously unknown in Europe. The old revolutionaries, forced into

exile and political inactivity, had to find a modus vivendi. The road taken by

Marx was to closet himself in the British Museum Library and dedicate most

of his time to study. The revolutionary leader became an ‘economist’, con-

vinced that he was still working for ‘the old mole’. It was certainly a return to

the ‘weapon of criticism’. But the ‘critique of political economy’ must be,
according to Marx, a weapon for the proletarian revolution.

The first volume ofDas Kapital was published in 1867. The other two were

published posthumously by Engels in 1883 and 1894. Marx did not have time

to arrange them into a final version, and some chapters are little more than a

collection of notes. Two other important works of Marx, the Theorien über

den Mehrwert and the Grundrisse, are also collections of more or less ordered

notes.

There is a close relationship between Marx and the classical economists. In
fact, he himself never had any difficulty in acknowledging the scientific
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merits of the great English classical economists, Ricardo in particular. The

name itself, ‘classical’, which he attributed to them was almost a tribute from

a student. By it, he intended to distinguish them from the ‘vulgar’ eco-

nomists, the apologists of capitalism who worked to produce consensus

rather than science. His definition of ‘classical political economy’ is simple
and rigorous, and coincides with that of ‘Ricardian economics’: a theoretical

system based on the theory of surplus, the labour theory of value, the

methodology of aggregates, and the analysis of the behaviour of the social

classes and their relationships. Smith’s thought itself was scrutinized in the

light of the Ricardian system, and did not always pass the test.

Marx considered classical political economy as a theoretical expression of

the bourgeoisie in the period when the modern capitalist economy was

asserting itself. The historical reference was to the English Industrial
Revolution and the struggle for political hegemony that the bourgeoisie

conducted in Great Britain and France between 1815 and 1848. In the

struggle against the forces of aristocratic and clerical reaction, the bour-

geoisie interpreted the needs of the whole society, endeavouring to present its

own class interests as collective interests and the spirit of private accumu-

lation as an instrument to increase the national wealth. The other side of the

coin was that the interests of the landowners had to be shown as conflicting

with those of the collectivity. This is why the classical theoretical system was
based on the analysis of the social classes, the study of class conflict and the

dynamics of economic aggregates resulting from the behaviour and inter-

action of collective agents. Marx was referring to all this when he argued that

the classical economists proposed to penetrate the inner physiology of the

bourgeois society. Thus, the analytical apparatus of classical political eco-

nomy was robust, and Marx adopted it wholesale.

According to Marx, however, after 1830 came an important turning-point

in the history of economic thought. The industrial bourgeoisie, as soon as it
came to power with the help of the proletariat in England and France, tried

to change alliance. At that moment the class conflict with the proletariat had

become more important, whereas the struggle with the landowners had

abated. Now the bourgeoisie needed to demonstrate that the enlightenment

dream of a society of free citizens had finally been realized, that in this society

there was no oppression or exploitation, that each person received what he

gave, and that class conflict, or, rather the classes themselves, had no longer a

reason to exist. At this point a theoretical system based on classes and class
conflict no longer served; the theories of harmony of interests and of

co-operating productive factors were more useful. Thus, as the scientific

inheritance of classical political economy had been betrayed by the ‘bour-

geois economists’, it now passed to the socialist economists. Now it was the

working class which represented its interests as coinciding with those of the

collectivity. This is the origin of the socialist cognitive interests in penetrating

the physiology of bourgeois society. Marx believed that the proletariat had
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inherited science from the bourgeoisie, while waiting to inherit the world.

This would explain the place of Capital in the history of economic thought.

And this, according to Marx, accounted for his ability to recognize the limits

of classical political economy; in fact, as we should not forget, Marx’s theory

was a ‘critique of political economy’.
Marx differs from the classical economists in that his philosophical

background is neither utilitarian, empiricist, nor based on natural law

philosophy. Nor, insofar as the ontological foundations of political economy

are concerned, can his thought be reduced to classical and neoclassical

individualism or to historicist and institutionalist holism. On the definition

of individual motivations, in fact Marx argued that

Whether he [the individual ] appears more as an egoist or more as selfless [—that was a

quite subordinate question, which] could only acquire any interest at all if it were

raised in definite epochs of history in relation to definite individuals. (p. 246)

In more general terms, his basic theory is that

Individuals have always and in all circumstances ‘proceeded from themselves’, but

since they were not unique in the sense of not needing any connections with one

another, and since their needs, consequently their nature, and the method of satisfying

their needs, connected them with one another (relations between the sexes, exchange,

division of labour), they had to enter into relations with one another. Moreover, since

they entered into intercourse with one another not as pure egos, but as individuals at a

definite stage of development of their productive forces and requirements, and since

this intercourse, in its turn, determined productions and needs, it was, therefore,

precisely the personal, individual behaviour of individuals, their behaviour to one

another as individuals, that created the existing relations and daily reproduces them

anew.[. . .] Hence it certainly follows that the development of an individual is

determined by the development of all the others with whom he is directly or indirectly

associated. (pp. 437–8)

These passages from German Ideology, written in collaboration with Engels,

are indicative of the depth of Marxian critique of the metaphysics of Homo

oeconomicus. Marx developed an ontology of the social being as an altern-

ative to the one on which the liberal political economy of his times was being

founded, an ontology that exalts the role played by the institutions, culture

and the material conditions of production on the formation of ‘human

nature’. Marx invariably refused to see the individual as a social atom or a

cog in a wheel and considered human nature as both malleable and

autopoietic at the same time. It is malleable since the interests, needs, tastes,

endowments and ideas of human beings are formed not by ‘nature’ but by
history and the social context in which they live; the economist cannot

therefore take them as ‘exogenous data’. Political economy must determine

‘human nature’ endogenously with respect to the economic structure studied.

It is autopoietic since the very circumstances in which the social subjects act

are determined by their action and their ends. For Marx, economic action is
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always intentional, even when individual perception of the interests in play is

distorted by ideologies. For him, the ideologies themselves are instruments of

social action. Theory serves practice, science serves social change: the

Communist dream of a society made up of free and equal individuals can

only come true if it is realized with the conscious intention and the collective
action of the subjects who create it.

Marx made many specific criticisms of the classical economists, but three,

in particular, are important. The first deals with their inability to explain the

nature of profit and capital. They had posed the problem of determining the

size of profits, not that of explaining its social bases, i.e. its origin in

the exploitation of labour. Marx acknowledged that Smith had had an

insight into the problem and that, in his distinction between embodied and

commanded labour, Smith had set down the premisses for the correct
solution. But Marx conceded nothing more. He did not even acknowledge

this in Ricardo.

The second criticism is linked to the first, and concerns the inability of the

classical economists to acknowledge the historical character of capitalism.

As these classical economists did not know what capital was, they were

unable to distinguish between its technological and social dimensions. As the

need to use the means of production to produce goods has always existed

and always will, capital and the social order which it creates seem eternal.
Marx, on the contrary, argued that capital is a social relationship: it is not

simply a set of means of production, but rather, the power that their control

gives to the bourgeoisie; the power to use the means of production to pro-

duce profits. Only in a particular social system, which he called ‘the capitalist

mode of production’, do the means of production become capital. Therefore,

the aim of the critique of political economy should be, on the one hand, to

understand how this mode of production works and, on the other, to

discover its ‘laws of movement’, i.e. its laws of historical evolution and
transformation.

The inability of the classical, but especially the ‘vulgar’, economists to

acknowledge the existence of exploitation at the basis of the capitalistic mode

of production led them, according to Marx, to focus their attention on

relationships of exchange rather than of production. This is the third

important criticism. The individuals enter into an exchange relationship as

autonomous subjects, for exchange is the result of their independent

decisions. They also enter it as equal subjects, for exchange is studied as the
exchange between equivalents, and the qualitative difference between the

goods exchanged, for example the difference between labour and wages, is

hidden by the equality of their exchange value. This is the reason why a

market system seems to be a system of equality and liberty. Smith had

spoken of such liberty in terms of free competition or ‘perfect liberty’ of the

single economic agent. If individuals are equal and free, their ability to

recognize and pursue their personal interests will activate the ‘invisible
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hand’, and this will reconcile the interests of all. Thus, a freely competitive

exchange economy is a system of social harmony, a system in which each

person has what he wants and manages to pay, i.e. what he gives. It is easy to

see why Marx, who wished to explain the nature of the social relationship

that ties labour to capital, focused on the sphere of production, rather than
that of ‘circulation’ or exchange, and, in particular, the mechanisms that

regulate the production of income and its distribution between wages and

profits.

4.3.2. Exploitation in the production process

Marx’s theory of exploitation aimed at bringing to light the true nature of

the capital–labour relationship by unmasking the form of relationship

between equivalents in which the exchange between wages and labour was

presented. The worker enters the labour market as a seller of the only pro-

ductive requisite he owns: his ‘labour power’. As with any other good, this

also has to obey the ‘general law of value’: in equilibrium it receives a price
determined by the conditions of production. Each worker, in order to pro-

duce his working capacity, must consume a certain quantity of wage goods in

the proportions determined by the consumption habits prevailing in a certain

epoch. Thus, the ‘value of the labour power’ is equal to the value of the

means of subsistence necessary for the survival and the reproduction of

the working class. The capitalist enters the labour market with the good

he possesses, i.e. capital, a part of which consists of wages. He pays the

‘exchange value’ of labour power and acquires its ‘use value’. After the
exchange, labour becomes a means of production, and its use, given the rules

established in the employment contract and the prevailing norms, is the

prerogative of the capitalist. Thus, the product of labour, i.e. the set of goods

produced with the use of labour, belongs to the capitalist.

In the production process, labour produces goods whose value is superior

to that of the labour power. The difference is the ‘surplus value’. This is

immediately considered as an attribute of capital, as labour has already

entered the productive process as capital. Marx called ‘variable’ capital that
part of the advances necessary to pay the labour power; ‘variable’ because it

enters into the production at a value lower than that of the goods that it

produces, because it is capital which ‘self-valorizes’. On the contrary, ‘con-

stant’ capital is that which is advanced to buy the means of production: it

transmits to the product only its own value, without adding anything.

Thus, surplus value is the valorization of capital and belongs to the cap-

italist. Everything has followed market rules. The workers have received a

‘just’ price for the good they have sold, and the capitalists have paid for it.
Yet capital has increased in value. The reason for this is that labour has the

ability to produce more than is necessary for the reproduction of the ‘labour

power’.
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This is a theory that explains how and why the production of a surplus, in a

capitalist economy, takes the form of production of surplus value, i.e. of a

capital attribute. This theory differs from that of the Ricardian socialists,

who tended instead to demonstrate the existence of exploitation by arguing

that, in the setting of the ‘value of labour’, there is a violation of the natural
law according to which each good should be paid for at its own ‘natural’

price. Marx criticized these theories, maintaining that, in the explanation of

exploitation, it is necessary to start from the idea that the ‘just’ price for

labour is that determined by the market, and not that determined by a

hypothetical natural law. Thus, Marx did not even have to pose the problem

of who had the moral ‘right’ to the product of labour.

The conditions of exploitation have to do with control of the production

process. The sale of labour power to the capitalist boils down to the
worker assuming an obligation to obedience. The capitalist exercises

command in the production process precisely by virtue of the rights of

control he has acquired by contract, giving rise to a situation which Marx

calls ‘formal submission of work to capital’. Exploitation arises out of the

fact that the capitalist exercises command to make the workers produce a

higher value than he pays them as a wage. In formal submission there is

no revolutionizing in production techniques. The capitalist limits himself

to making his employees work using the same techniques they would use if
they were self-employed workers, craftsmen, peasants etc. Even in this way

he obtains a surplus-value: to be more precise, what Marx calls an

‘absolute surplus-value’, which can be further increased by extending the

working day.

But the capitalist is not content with formal submission. He wants real

submission, in which labour can be reorganized technically so as to make the

workers produce more than they would if they were self-employed. In this

way labour becomes part of the technical apparatus in which the capitalist
investment is realized, and can be transformed through technical progress.

This is what Marx calls ‘real submission of labour to capital’. Exploitation is

heightened with the extraction of a ‘relative surplus-value’, in other words,

by increasing labour productivity through technical progress.

While in the market individuals co-operate through competition, in

a capitalist factory there is organized co-operation. In the chapter on

‘Co-operation’—one of the most interesting in the first volume of ‘Capital’—

Marx lists a number of advantages of co-operation, among which economies
of scale, specialisation, rationalization of labour times, economy of space

and means of production, ‘mass force’. The latter is a quite modern concept

and corresponds to what we would now call ‘team production’: the combined

labour productivity of a group of workers is greater than the ‘sum total of

the mechanical forces exerted by isolated workmen’ (p. 326) so that it is

impossible to separate and define each worker’s specific contribution to

production.
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All these advantages boil down to increases in average labour productivity

and are made possible by organization and co-ordination. The business

structure of a firm strongly contrasts with market disorganization and

enables labour to be divided on the basis of a rational plan. For Marx, a firm

is a rational and efficient place, whereas the market competition gives rise to
anarchy and waste. The organization of a firm therefore plays a fundamental

technical function.

But in a capitalist firm the many advantages produced by co-operation do

not go to the benefit of the workers. Because they are produced by a legit-

imately acquired labour power, those advantages are legitimately appro-

priated by the buyer. The buyer is a capitalist who has acquired through an

employment contract the power necessary to rule the production process,

control labour activities and oppose the workers’ resistance. It is therefore
his prerogative to exercise command in the factory in order to increase

labour productivity. Organization thus assumes a disciplinary function which

flanks and supports the technical function:

By the co-operation of numerous wage-labourers, the sway of capital develops into a

requisite for carrying on the labour-process itself, into a real requisite of

production [. . .] The control exercised by the capitalist is not only a special function,

due to the nature of the social labour-process, and peculiar to that process, but it is, at

the same time, a function of the exploitation (of a social labour process)—[. . .] Again,

in proportion to the increasing mass of the means of production, now no longer the

property of the labourer, but of the capitalist, the necessity increases for some

effective control over the proper application of those means. [. . .] If, then, the control
of the capitalist is in substance two-fold by reason of the two-fold nature of the

process of production itself,—which on the one hand, is a social process for produ-

cing use-values, on the other, a process for creating surplus-value—in form that

control is despotic. As co-operation extends its scale, this despotism takes forms

peculiar to itself. (Kapital, I, pp. 330–2)

In other words Marx recognizes that the fundamental command relation in

capitalist production is based on power. Implementation of the production

plan and actuation of the advantages of co-operation rest in fact on the

factory hierarchy. It is only because capitalists have this power of command
that workers can be constrained to produce more than they receive as wages.

In other words, it is this organizational power that makes exploitation

possible, whereas the fixing of a higher or lower wage is only an external

condition.

4.3.3. Exploitation and value

From a formal point of view Marx analysed exploitation by using the theory
of labour value. It seemed evident to him that surplus value is produced by

labour and only labour. He believed that the different social structures that

had succeeded one another through history could change the form in which
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surplus product appears (e.g. profit in the capitalist economy and tithes in

the feudal economy) but could not change the substance. And, in substance,

value is labour and surplus value is surplus labour.

The value of the gross product is assumed to be equal to the labour

directly and indirectly used to produce it. The value of the net product is
equal to the labour directly applied, which is called ‘living labour’. The

value of constant capital is the same as the labour employed indirectly,

and is called ‘dead labour’. Assuming that only one commodity is pro-

duced, corn, by means of itself and labour, l is the labour-value of a unit

of corn, l living labour, k the input of seeds, and v the value of labour

power, i.e. the labour used to produce the corn paid as a wage to one unit

of labour. Thus, the values of the gross and net products are respectively

equal to:

l ¼ l þ lk and lð1� kÞ ¼ l

Constant capital is C¼ lk; variable capital is V ¼ vl; therefore surplus value

is S ¼ l(1�v). Now it is also possible to write

l ¼ lð1� vÞ þ vl þ lk ¼ S þ V þ C

So, surplus value is labour. In fact, l is living labour, vl is the labour

necessary to reproduce the labour power, and l�vl is the labour appro-

priated by the capitalists. If l is a working day, vl represents the number of

hours the workers work for themselves, and l�vl is the number of hours

they work for the capitalists. The rate of ‘exploitation’, or of ‘surplus

value’, s, is equal to:

s ¼ S

V
¼ l � vl

vl
¼ 1

v
� 1

and it is easy to see that it vanishes when the workers spend the whole

working day working for themselves, i.e. when v ¼ 1.

It may be useful, in order better to understand the Marxian theory of value

and exploitation, to compare it with the theory of the Ricardian socialists

and with that of Hodgskin, in particular. Furthermore, in order to frame

both of these theories in a historical perspective, it is worth tracing them
back to the natural-law theory of value and ownership.

The attempt to use the labour theory of value to account for the

distribution of income and wealth goes back at least to seventeenth-

century natural-law philosophy, if not even to scholastic thought. However,

it was Locke who produced the first comprehensive formulation. Locke’s
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theory of value and ownership can be reduced to three fundamental

propositions:

(1) In the ‘natural order’ the value of the product is the product of labour.

(2) The relationship between value and labour is not altered by social

conventions.

(3) Private property is the result of accumulation of past labour and

therefore does not contradict natural law.

The first proposition is a well-known argument which is central to every

ontological labour theory of value. Value is created by labour. Thus the

value of goods coincides with embodied labour. Locke admitted the

existence of a productive contribution of land, but maintained that it was

insignificant and, in any case, that it could be equated to the contribution
of labour by means of a few arithmetical operations. The second pro-

position refers to money intended as a social institution created by col-

lective consensus. Money allows the accumulation of the products of

labour beyond any immediate subsistence need and, at the same time,

allows the transfer of accumulated wealth from one person to another. The

third proposition is derived from the other two. As value is produced by

labour, and as natural law states that each individual must possess his own

labour, so private property derived from accumulated labour is legitimate.
If it is distributed in an unequal way, it is only because money allows each

individual to accumulate, not only the products of his own labour, but also

those bought from other individuals. As the monetary convention is based

on collective consensus, and as it does not alter the law of exchange based

on embodied labour, private property is legitimate, even if unequally

distributed.

Hodgskin converted this doctrine into a theory of exploitation by

means of a simple operation: he accepted the first proposition and rejected
the second. Instead of focusing his attention on the institution of money,

however, he referred more specifically to the socio-institutional structure

of the capitalist economy. As profits must exist in this economy, goods

can no longer be exchanged at their ‘natural prices’, i.e. at labour values,

but must be exchanged at ‘social prices’, which are higher than the former

by the amount necessary to make profits possible. This led him to argue

that the third proposition is not valid, and that private property is not

just the result of the accumulation of past labour. Property is unevenly
distributed because the workers are not paid on the basis of the value of

their labour, and is illegitimate because goods are not exchanged at their

natural prices.

Marx, for his part, accepted the first of Locke’s propositions, but, given

his philosophical background, rejected any reference to natural law.

He substituted for the idea of natural law that of ‘production in general’,

which, however, had the same theoretical implications as the first.
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‘Production in general’ is a productive structure defined by abstracting

from the particular institutional and social conditions in which production

takes place. With ‘production in general’, the labour values are perfectly

determined once the productive technique is known. They make up the

‘substance of value’.
In regard to the problems connected to Locke’s second thesis, Marx’s

position is a little more complicated. As the ‘socio-economic forms’ change

over the course of history, so do the ‘forms’ of extraction of the surplus

value. In the capitalist mode of production, the necessity to ensure a uniform

rate of profit, required by the hypothesis of competition, implies that the

goods are exchanged no longer at labour values but at ‘production prices’

(we will discuss this in the next section). However, changes in the form

cannot alter the substance; and the substance of value remains labour. Thus,
production prices redistribute value among the various productive sectors,

but do not modify its amount. For this reason, and with reference to

aggregate production, Marx obtained a result similar to that of Locke’s

second propositions. Even within a determinate socioeconomic structure,

such as capitalism, the overall value of the product remains the product of

labour, so that the aggregate surplus remains equal to the surplus value.

A consequence of this is that Locke’s third proposition is also

valid—certainly not in the sense that private property is ‘just’, but undoubt-
edly in the sense that property is the result of an accumulation of past labour,

except that it is the accumulation of other people’s labour. In this way Marx

managed to deal with exploitation without referring to any ethical-

philosophical justification of the type put forward by the Ricardian social-

ists. Instead, Hodgskin formulated a theory of exploitation which implied a

condemnation of profit by using natural-law arguments. However, and

paradoxically, Marx distanced himself from Locke less than Hodgskin had

done: in his theory, all three of Locke’s propositions on value and wealth
remained basically valid.

4.3.4. The transformation of values into prices

Marx appreciated the reasons for Smith’s distinction between embodied

and commanded labour, and criticized Ricardo for not having well under-

stood the reasons why goods are not exchanged at labour values. He

maintained that goods are exchanged at ‘production prices’, which are prices

determined in such a way as to guarantee a uniform rate of profit. In general,

the ratio between the production prices of two goods does not coincide with

the ratio between the quantities of labour embodied in them.

In order to understand this in the simplest possible way, let us now
consider an economy that produces two commodities: a capital good and a

consumer good. Let kk and kc be the quantities of good used to produce one

unit of capital good and one of consumer good respectively, lk and lc the
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inputs of living labour, lk and lc the labour values, pk and pc the monetary

prices of production, w the money wage, and r the rate of profit. We have:

lk ¼ lk þ lkkk ¼ lk

1� kk

lc ¼ lc þ lkkc ¼ lc þ lk
kc

1� kk

pk ¼ wlk þ pkkkðl þ rÞ

pc ¼ wlc þ pkkcðl þ rÞ
The relative labour values and the relative prices are respectively:

lc
lk

¼ lc

lk
ð1� kkÞ þ kc

pc

pk
¼ lc

lk
½1� kkð1þ rÞ� þ kcð1þ rÞ

Only under two conditions can lc/lk¼ pc/pk occur. The first is that r ¼ 0; but

this is irrelevant, as in a capitalist economy the profit must be positive. The
second is that kk/lk ¼ kc/lc, or lc/lk ¼ kc/kk. In fact, by substituting kc/kk for

lc/lk in the preceding two equations, lc/lk ¼ pc/pk is obtained.

In general, the prices diverge from the labour values because different

techniques are used to produce different goods. Marx accounted for this

result by saying that there are different ‘organic’ and ‘technical’ composi-

tions of capital in the two sectors. In our example prices diverge from values

because kk/lk 6¼ kc/lc.

However, Marx maintained that in the aggregate the valuations in prices
could not diverge from those in values; which means that the labour theory of

value is not valid as an explanation of the exchange values of the single goods,

but is still valid as an explanation of the value of the gross product and its

aggregate components. This is the reason why, in the whole of the first volume

of Capital, where Marx studied the working of a capitalist economy at the

maximum level of abstraction and aggregation, he measured all the economic

variables in embodied labour. His idea was that the valuation in prices would

only lead to a redistribution of the overall value among the various sectors, but
could not alter its aggregate size, which depends solely on the quantity of

labour employed by the society to produce the gross income. A consequence

of this is that the aggregate rate of exploitation could not be changed by the

way inwhich the surplus value is shared out among the capitalists, because it is
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given by the ratio between the total surplus value and the total necessary

labour. A final consequence is that the aggregate rate of profit could be cal-

culated, if the technique and the real wage are known, without knowing the

prices; and, as it cannot be altered by the valuations in prices, it could be

applied to the costs of production of the single industries to calculate the prices
themselves. In this way, the values would be ‘transformed’ into prices, an

operation that Marx attempted in the third volume of Capital.

In order to understand where the difficulties of the transformation lie, we

will calculate the average rate of profit in labour values and in production

prices and see if the two measures coincide. The economy we are considering

is stationary. Therefore, the gross product of the capital-goods sector is the

same as replacements, 1 ¼ kk+ kc, and the value of aggregate capital is pk if

valued in prices and lk if valued in labour values; furthermore, the gross
production of consumer goods coincides with the aggregate net product, and

its value is pc if valued in prices and lc if valued in embodied labour; finally,

L ¼ lk+ lc is total employment. Then, the rate of profit calculated in prices is:

r ¼ pc � wL

pk

and that calculated in embodied labour, r, is:

r ¼ lc � vL

lk

By equating these two expressions, and keeping in mind that the real wage is

wr ¼ v/lc ¼ w/pc, it happens that the two rates of profit are equal if andonly if:

pc

pk
� lc
lk

� �
ð1� wrLÞ ¼ 0

that is if pc/pk¼ lc/lk. The other condition, wr ¼ 1/L, means that the real

wage is equal to the productivity of labour. In this case the profit is zero

and pc/pk ¼ lc/lk holds true again. We already know that these conditions,

apart from the case r ¼ 0, imply equality among the organic compositions
of capital. It can be proved that the same conclusion is reached by consid-

ering any other ratio among aggregate variables, wage share, rate of

exploitation, etc.

It is possible to conclude, therefore, that in general the aggregate variables

and the ratios between them are altered by the valuation in production

prices. It seems that he market does not just redistribute the surplus value

among the capitalists, but would alter its size. Thus, the actual rate of profit

and the actual rate of exploitation differ from those calculated in embodied
labour. The meaning of this conclusion is simple: given the wage and the

technique, the rate of profit and the rate of exploitation cannot be known
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before knowing the prices of production; they depend in an essential way

from the distribution of income. Production prices furnish a correct

valuation, as they express the social (income distribution) and technical

(production methods) conditions of capitalist production. On the other

hand, the valuation in embodied labour is independent from the distribution
of income, and is therefore not a correct valuation.

4.3.5. Equilibrium, Say’s Law, and crises

As alreadymentioned, prices of production are determined in such away as to

guarantee a uniform profit rate among the various industries. They are, in a

sense, equilibrium prices; in order to understand in which sense, we need to

define the equilibrium conditions.Marx did this on the grounds of the analysis

of Quesnay’s tableau économique, which he studied in depth and developed

into his ‘reproduction schemes’. These schemes are equations defining the

equilibrium conditions in terms of sectorial interdependences; and they serve

to determine the flows of goods that must ‘circulate’ among the different
productive sectors in order that each has the inputs necessary to carry out

production. When the level of output in each sector guarantees a supply of

goods corresponding to the demand generated by the output levels them-

selves, then the economy is able to reproduce itself. As Marx put it in the

Grundrisse, an economy is able to reproduce itself when there is ‘balance of

demand and supply; balance of production and consumption; and what this

amounts to in the last analysis, proportionate production’ (p. 153).

With reference to our example of a two-sector economy, the reproduction
conditions can be defined in the following terms. First of all, there must be

equality between supply and demand for each of the two goods produced,

the consumer good and the capital good. Furthermore, the part of the

consumer good which is not demanded by the workers and the capitalists

operating in the consumer-good sector must itself be equal to the demand for

the consumer goods from the workers and the capitalists operating in the

capital-good sector. On the other hand, the excess of output of capital goods

with respect to the reinvestments in the capital-good sector must be equal to
the demand for capital coming from the consumer-good sector.

These are the results reached by Marx with his ‘simple reproduction

schemes’; ‘simple’ in that they relate to a stationary economy. For a growing

economy Marx formulated some ‘expanded reproduction schemes’; but we

will not discuss them here.

An equilibrium such as the one just defined is a state of the economy in

which supply and demand of all the goods are equal, while the goods are

exchanged at the prices of production. It is a reproduction equilibrium, i.e. a
state that guarantees the reproduction of the economy. The prices prevailing

in this state depend exclusively on objective factors, such as the techniques in

use and the distribution of income.
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It is evident that Say’s Law rules in a reproduction equilibrium. If the

supply and demand are equal in each sector, they must be equal on

aggregate. On the other hand, in the equations of the simple reproduction

schemes the demand for consumer goods coincides with net income. This

implies that income is entirely spent. In the expanded reproduction schemes,
all the non-consumed profits are invested. Marx never admitted it explicitly,

but in a large part of Capital, when he studied accumulation, ‘capital in

general’, exploitation, the ‘law of value’, etc.—in other words, when he used

a methodology of aggregates, valuing goods in labour value or in prices of

production—he adopted Say’s Law.

Yet Marx criticized this law. He formulated the reproduction schemes to

demonstrate that the equilibrium defined by them could be reached only ‘by

chance’. The economy he studied always moves in disequilibrium. The goods
are exchanged at market prices, and supply does not coincide with demand.

The excess demands cause market prices to vary and the rates of profit

guaranteed by the market prices differ from the ‘average’ rate. As aggregate

demand ultimately depends on capitalists’ decisions regarding production

levels, it can at any time diverge from aggregate supply. The rhythm of

accumulation depends, in turn, on the rates of profit. If these are low, the

capitalist may decide not to reinvest all the profits earned and to ‘hoard’

them. In this way, part of the income produced and distributed is not spent,
and this creates a situation of ‘over-production’, i.e. of lack of aggregate

demand. This is the crisis: all goods are in excess supply, so that their value

cannot be realized and the market prices and the rates of profit fall. This

leads to a further disincentive to investment and a further fall in aggregate

demand. In this way the crisis spreads and deepens.

All this, however, in Marx’s system, does not create chaos and does

not lessen the importance of the reproduction conditions as final determin-

ants of the movement of the capitalist economy. In fact, the disequilibrium
dynamic is regulated by laws that make the crises come with a certain

regularity. They generate a cyclical movement which, in the long periods of

accumulation, will prevent the economy from systematically diverging from

the reproduction equilibrium.

4.3.6. Wages, the trade cycle, and the ‘laws of movement’

of the capitalist economy

The Marxian theory of cycle is based on two fundamental hypotheses:

(1) Investment is an increasing function of the rate of profit.

(2) The rate of profit is a decreasing function of wages.

If wages increase, investment will be discouraged. This will reduce the

aggregate demand and trigger a crisis. The market prices will fall together

with the levels of output, pushing the average rate of profit down again. Thus
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the crisis will deepen. However, with a reduction in investment, the demand

for labour will also decrease and the ‘industrial reserve army’, i.e. (manifest

and hidden) unemployment, will rise. As a consequence, sooner or later

wages will fall. Furthermore, the crisis itself, by expelling from the market

the most inefficient firms and the most obsolete machines, will contribute to
raise labour productivity. Therefore, the average rate of profit will increase

again, reactivating economic growth. When employment levels and wages

begin to rise again, it will be the beginning of a new cycle.

The wage used in this model is the market wage. This is not, however, a

price simply determined by the forces of supply and demand of labour. Marx

explicitly admitted that ‘workers’ coalitions’ were created precisely in order

to counterbalance the effects of wage competition. Sometimes Marx rea-

soned in a classical manner, by treating market wages as being determined by
market forces; but at other times he reasoned in his own way, by maintaining

that wages were only influenced by market forces. His original contribution

to this problem lies in his treatment of the market wage as a price fixed

by collective bargaining and dependent on the power relationships among

the classes. The market only acts to the degree that the variations of the

‘reserve army’ contribute to weaken or strengthen the trade unions. A wage

determined in this way would therefore tend to oscillate with the business

cycle.
The trend in such oscillations is represented by what Marx called the

‘value of labour power’, a concept corresponding to that of ‘natural wage’

of the classical economists. Obviously, Marx did not recognize anything

‘natural’ in it, even if he treated it as a subsistence wage. His wage theory

differed markedly from that of the classical economists. In fact, Marx did not

just admit the fundamental role played by long-term changes in workers’

consumption habits, but, by recognizing the role played by trade unions in

the determination of the wage trend, besides its oscillations, he downgraded
the importance of habits and customs as exogenous determinants of wages.

His theory, to the degree to which it differs from the classical one, is a

theory of ‘normal’ wages based on the power relationships among the

classes. The workers enter into the conflict by trying to control the supply of

labour by means of the trade unions; the capitalists enter it by trying to

control the demand by means of their investment decisions. In the course of

the business cycle, wages will oscillate with the levels of output. In the course

of accumulation, the trend variables, including wages, will be determined by
the organized strength of the workers on the one hand and technical progress

on the other. In fact, in the long run the demand for labour will be strongly

influenced by the ability of the capitalists to replace labour by machines—an

ability which depends on the type of technical progress incorporated in the

means of production.

Given that technical progress tends to substitute machines for labour, if

trade unions did not exist the forces of competition would cause real wages
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to decrease permanently. The action of the ‘workers’ coalitions’ fight such a

tendency. According to Marx, however, the trade unions were strong enough

to contrast the effects of technical progress on wages, but not strong enough

to prevent a decrease in the wage share or an increase in the rate of

exploitation. This occurs because technical progress acts on the wage shares
from two sides. On the one hand, given the rate of accumulation, it will

depress the rate of growth of labour demand and therefore will increase the

‘reserve army’ (this theory, to be precise, is a development of the Ricardian

theses about the occupational effects of the introduction of machines). The

increase in the ‘reserve army’ will then slow the growth in wages. On the

other hand, the use of increasingly modern machines will raise the pro-

ductivity of labour. Marx believed that there is a tendency for labour

productivity to increase more rapidly than real wages.
This idea is at the basis of the theory of ‘increasing immiseration’ of the

proletariat, one of the most important ‘laws of movement’ of the capitalist

economy. The employed workers constantly improve their own standards of

living as real wages increase. However, their position with respect to the

capitalist class worsens as the wage share diminishes. Furthermore, their

dissatisfaction as consumers increases, as capitalist growth raises their needs

more rapidly than the income necessary to satisfy them. But also their dis-

satisfaction at work increases as they become increasingly subordinated to
mechanized work processes. At the same time, their subjection to capital

deepens. Finally, as the ‘reserve army’ increases too, the percentage of

employed people in relation to the population able to work decreases. This

means that the relative ‘misery’ of the working class as a whole increases even

more than that of employed people.

The second law of movement concerns the tendency of the rate of profit to

fall. The profit rate is an increasing function of the rate of exploitation and a

decreasing function of the organic composition of capital. Marx believed
that the processes of mechanization are undertaken to offset the negative

effects of class conflict on the rate of profit. In phases of prosperity, wages

rise and create the conditions for the crisis. In response, capitalists introduce

machines that allow them to dismiss workers and increase productivity.

Thus, the rate of profit rises again. Then, in the successive phase of pros-

perity the workers recover the lost ground, and so on. However, the process

of mechanization, even though it raises the rate of profit following each wave

of innovations, in the long run would lower it, as it would reduce the size
of the cake to be shared out in relation to that of the capital invested to

produce it.

In other words, behind the Marxian theory of the falling rate of profit lies

the hypothesis of a fall in the output–capital ratio—a hypothesis that Marx

justified, not too convincingly, with the limits that the working day would

pose to the growth in the value of output, there being no limits to the growth

in the value of capital.
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This ‘law’ can be proved quite simply by using a model of an economy in

which only one commodity is produced. The maximum level for the rate of

profit, rmax, holds when the wage is zero:

r ¼ S

C þ V
¼ l � vl

lk þ vl
� 1

lk
¼ 1� k

k
¼ rmax

Note that, when the wage rate is zero, v ¼ 0, the profit rate is maximum and

coincides with the output–capital ratio: rmax ¼ (1�k)/k. The rate of profit
will tend to fall if its upper limit is decreasing. Thus, the hypothesis that must

be done is that technical progress always increases the quantity of means of

production necessary to produce the net output.

According to Marx, another two laws can be derived from the law of the

falling rate of profit. One has to do with the tendency of crises to become

increasingly severe. Since, in order to overcome a crisis, capital must activate

innovative processes that reduce the output–capital ratio, the ensuing crisis

will always be more difficult to overcome. Given the wage increases, each
crisis will bring about a greater fall in the rate of profit than the preceding

crisis. This means that the combination of technological progress and class

conflict will not only diminish the incentive to invest but also widen the

amplitude of the oscillations around the long-run growth trend. So, sooner

or later, the final crisis will arrive.

Another law of movement deals with the structure of markets and the size

of firms. In order to compensate for the fall in the rate of profit, the capit-

alists try to raise its level. This explains the push towards ‘concentration’ and
‘centralization’ of capital. On the one hand, capital accumulation and the

increase in its organic composition will raise the size of firms; on the other,

the unequal decrease in the rate of profit will allow the big fish to swallow up

the little ones. According to Marx, the competitive struggle amongst capit-

alists is no less bitter than the class struggle between workers and capital. The

final effects of competition were valued positively, however, as they would

lead to the reduction in the anarchy of capitalist production and to an

increase of the dimensions within which working activity is planned and
organized.

The four laws of movement taken together account for the tendency of the

capitalistic mode of production to create the conditions for its own over-

throw. The fall in the rate of profit and the increasingly severe crises will

weaken its driving force, while the growing immiseration will strengthen the

will and motivation of the workers towards revolutionary change. Finally,

the concentration and centralization processes will push the system towards

creating the conditions for overcoming the capitalist anarchy of production.
The qualitative jump will bring about an economic system in which

the workers are able collectively to control productive activity. In such a new

economic organization, the anarchy of capitalist production would be
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abolished, together with exploitation, and each person would be remuner-

ated according to his own productive contribution, i.e. to the quantity and

quality of his work. This is the first phase of communism.

4.3.7. Monetary aspects of the cycle and the crisis

Marx was very interested in the monetary aspects of economic dynamics, and

studied them with a great deal of acumen, producing a particularly illu-

minating and modern theory of money. He believed it was important to

study money in order to understand the real operation of the short-run

dynamics of the capitalist economy; and thought that, even though the

fundamental causes of the cycle and the crisis are real, the working of the

monetary system could make its own specific contribution to the ampli-

fication of the economic fluctuations, even in the real aspects.
Marx studied in depth the English monetary debates of the first half of the

nineteenth century and sided with the banking school, from whose theories

he drew a great deal of inspiration. Particularly important was his acceptance

of the arguments that the equation of exchanges makes the quantity of

money supplied and its velocity of circulation depend on transaction needs.

The adjustment of the money supply to demand, according to Marx,

occurs in part through variations in the liquid balances, i.e. in ‘hoarding’,

which vary anti-cyclically due to the fact that money is also held for pre-
cautionary purposes. Money, he states in the Grundrisse is ‘absolutely secure

wealth’ (p. 234), and serves to bring ‘general wealth into safety and away

from circulation’; thus ‘among private individuals accumulation [of money]

takes place for the purpose of bringing wealth into safety’ (p. 230). There-

fore, liquid balances are accumulated during the phases of contraction

and decumulated during prosperity. The influence of Thornton’s theory

of liquidity preference is evident, and Marx explicitly recognized it when

he quoted Thornton’s view that ‘Guineas are hoarded in times of distrust’
(p. 816).

But the adjustment of money to the needs of transactions does not only

occur through variations in the speed of circulation; still more important is

the role played by credit in the adjustment of the money supply. Marx

adopted a wide definition of money, including in it, besides currency,

deposits and bills of exchange. Credit plays a fundamental role in the process

of capital accumulation. During the expansion phases there is a rapid

growth, not only in production, but also in the aggregate excess demand and
in market prices. In these phases the capitalists, as a whole, spend more than

they earn, and a part of the purchasing power needed to finance accumu-

lation is supplied by bank and commercial credit. The money supply is very

elastic with respect to income. For this reason the rate of interest, during

prosperity, rises less than the rate of profit. In this way, the monetary system

fuels productive expansion in phases of rapid growth.
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In these phases the capitalists’ net indebtedness rises, and the risk exposure

of the banking system increases with it. When the real cycle begins the

downturn, owing to the increase in wages and the fall in profits, the demand

for credit is kept high by speculation on goods, which is progressively fed by

the increase in prices. The banks, however, at this point being to defend their
own reserves and the rate of interest climbs very fast. The turning-point of

the monetary cycle is triggered by the change in the behaviour of the

speculators. When these begin to sell, the prices and profits fall dramatically,

as the demand for goods for productive purposes has already begun to

weaken. Thus, the realization crisis begins. Aggregate demand decreases,

pulling down production, and the aggregate excess supply (‘over-

production’) tends to spread. For many capitalists it becomes difficult to

cover the costs of production. And for many it is difficult to collect the funds
necessary to repay debts. Those who manage to find liquidity tend to

accumulate it in inactive balances, ‘waiting for more favourable market

conditions’. The banks also behave in this way, and restrict credit advances.

So the demand for money rises just when the propensity to create more of it

is at a minimum. This is the liquidity crisis or the ‘dearth of money’. During

this crisis the intertwining of credit and debt may bring about the disastrous

phenomenon of chain bankruptcies. At this stage the rate of interest reaches

its maximum and the crisis touches the bottom.
When the least efficient firms have been expelled from the market and

themost obsolete machines have been eliminated from the factories, when the

unemployed workers have learned to moderate their grievances and the

employed to accept intensified exploitation, then the conditions will have been

obtained for productive recovery. At the same time, huge idle liquid balances,

‘latent monetary capital’, will have been accumulated. The conditions for a

new credit expansion are in place. The crisis performs a fundamental function

in creating both the real and the monetary conditions for recovery.
The modernity of this dynamic monetary theory is evident, as is the

influence exercised on it by the English anti-bullionist and anti-currency

schools. The influence, already mentioned, of Thornton’s liquidity prefer-

ence theory also seems notable. In the formulation of his own special version

of the liquidity preference theory, however, Marx was an innovator. He

established two fundamental principles which make his theory an important

anticipation of Keynes’s. The first of these was that it is necessary to consider

the total money stock, rather than the flow of new money or credit, when
studying monetary dynamics, i.e. the movements of supply and demand for

finance, the changes in hoarding and in the velocity of circulation, and the

oscillations in the rate of interest. From this principle comes the view that the

rate of interest is the price of ‘monetary capital’, i.e. of the stock of money

rather than the flow of credit. The second principle concerns the rate of

interest. This is considered as a price, but one of a special kind, an ‘irrational’

form of price. This is because the market price of a real good has a dynamics

regulated by the production price. The price of money, on the contrary,
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depends solely on the forces of supply and demand and does not possess a

normal value around which to oscillate. Mill’s and Ricardo’s idea, that the

rate of return of real capital is the equilibrium value of the rate of interest, is

completely foreign to Marx’s way of thinking. Marx believed that long-term

movements in the rate of interest are definable only as averages of short-term
movements, not as regulators of these, and that they are determined by

general consensus, habits and legal traditions.
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On Marx: M. Desai, Marxian Economic Theory (London, 1974): M. Dobb,

Political Economy and Capitalism (London, 1940); G. Faccarello, ‘Karl Marx et la
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5

The Triumph of Utilitarianism and
the Marginalist Revolution

5.1. The Marginalist Revolution

5.1.1. The ‘climax’ of the 1870s and 1880s

The quarter century from the early 1870s was a period of contrasts. On the
one hand, there was a continuation or, rather, an intensification, of the

process of deep structural change, which had begun during the preceding

twenty years; on the other, economic difficulties of various kinds and

intensity appeared that looked like the first signs of a general crisis of the

capitalist system, and that made many observers speak of a ‘Great

Depression’.

Growth proceeded at different rates in different countries, but was

everywhere accompanied by a marked increase in the concentration of
capital, with a spread of collusive practices, mergers, and the formation of

cartels. This process was encouraged by great changes in productive tech-

niques, which caused remarkable increases in the size of plant, especially in

the mechanical, iron and steel, transport, and communications industries.

Besides this, the organizational form of the limited company consolidated its

position and became the privileged instrument for the mobilization and

control of the huge amounts of capital needed for growth.

Social relations, in this context, began to structure themselves by taking on
two different configurations in the factory and in society. Inside the firms,

especially the large ones, the relations among individuals assumed a

hierarchical and bureaucratized form, and this led to the first attempts at

‘personnel management’ and the first formulations of ‘management science’.

In society as a whole, on the other hand, class conflict sharpened dramat-

ically and began to assume the form of a direct battle between powerful

political and union groups. In section 5.1.4 we shall say more about the

widespread explosion of social conflict and the effects it produced on the
moods of the dominant classes.

The unequal development of countries also produced fiercer international

competitiveness, not only in prices and technology but also in the organ-

izational models of the firm and the national economy. This provoked both

the slow decline of English industrial leadership and increased difficulties in

international co-ordination, especially in capital markets. In fact, this was



also a period of financial instability: serious monetary crises occurred in

various capitalist countries in 1873, 1882, 1890, and 1893. The English

banking system, which tended to play the role of international lender of last

resort, had great difficulty in keeping the situation under control, and often

failed. The effects of these crises were aggravated, in many European
countries, by those produced by a long agricultural depression, a depression

which had been caused by the competition of American corn and which had

produced a reduction in the prices of agricultural products and the incomes

of the still large agricultural classes.

This was also a period of a world-wide reduction in prices and a slow-

down in the growth of international trade—phenomena that should be

considered in connection both with the deflationary impulses generated by

the adoption of the Gold Standard by the main capitalist countries and with
the increase in international competitiveness mentioned above. Nor should

we forget the general movement away from the free-trade trend which had

been so strong in the preceding twenty years, and the concomitant emergence

of widespread attempts at protectionism. Finally, the national product grew

in all countries through the storms of marked short-run business cycles.

On the other hand, the long-run growth trend was weaker everywhere than

in the successive twenty years (the Belle époque) and in most countries it

was weaker even than the preceding twenty years. It is this phenomenon
above all that has led some scholars to speak of a Great Depression. And

if the relevance of such a point of view has been questioned by other

scholars, especially by those who observed at the performances of the newly

emerging powers, we should not forget that in Germany the Grosse

Depression is usually associated with the Bismarckzeit, precisely the period

we are studying here.

Let us return to economic thought. Three important books were published

at the beginnings of the 1870s: The Theory of Political Economy (1871) by
William Stanley Jevons, the Grundsätze der Volkwirtschaftslehre (1871)

by Carl Menger, and the Éléments d’économie politique pure (1874–1877) by

Léon Walras: three books which marked the beginning of what was later to

be called the ‘marginalist revolution’. These books are so different that any

attempt to group them could seem daring. In fact, they had various funda-

mental things in common, but time was needed to realize this. Contemporary

thinkers hardly noticed the three innovative contributions at all. It seemed

that these authors were to meet the same cruel fate of other great heretics and
forerunners. In effect, there was an almost complete silence for a decade. The

time was still not ripe for the new message to be received and appreciated.

Then suddenly, in the 1880s and the first half of the 1890s, the revolution

exploded. Marshall, Edgeworth, and Wicksteed in England, Wieser and

Böhn-Bawerk in Austria, Pantaleoni in Italy, and Cassel and Wicksell in

Sweden all published fundamental works in the spirit of the new way of

doing economic science. The revolution was completed in a decade. In the
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following thirty years the theories were refined and generalized. But, by this

time, the old classical system was dead and buried, a new orthodoxy had

asserted itself, and even if certain differences between the national schools

were to last a long time, it had become clear to everybody that all over the

world a single science was being studied and one language spoken; the
neoclassical system had imposed itself. We will discuss this in the next

chapter.

This chapter will be dedicated to the three founding fathers of marginal-

ism, and to the meaning of the revolution begun by them. First of all,

however, it is necessary to turn away from history so as to be able to give a

summary of the neoclassical system and to point out some of its distinctive

characteristics. Even if some elements of this picture were only to appear

much later, it may be useful, in order to understand the meaning of the
revolution in the 1870s and 1880s, to consider where it was all going to lead.

5.1.2. The neoclassical theoretical system

One characteristic of the new system which was apparent from the beginning

was a reduction of interest in economic growth, the great theme of the

economic theories of Smith, Ricardo, Marx, and all the classical economists.

Attention, instead, was focused on the problem of the allocation of given

resources. Certainly, the basic ideas of the classical economists concerning

the problem of growth continued to be influential. In lesson 36 of the

Elements, for example, Walras put forward a theory of economic evolution

that could still be considered Ricardian. The same could be said, to give
another example, of the process of ‘growth of wealth’ described by Marshall

in his Principles. But it is a fact that, in spite of the presence of considerations

concerning the dynamics of economic systems, the founders of the neoclas-

sical theoretical system basically did not consider the problem of the

evolution of industrial economies. The central argument of the theoretical

research in this period was the study of a static equilibrium system, that is, an

economy, as J. B. Clark was to say later, ‘free to find the final levels of

equilibrium determined by the factors available at any given moment of time’
(The Distribution of Wealth, p. 29).

At the centre of the neoclassical system is the problem of the allocation of

given resources among alternative uses.

In the analysis of the conditions ensuring the optimal allocation of given

resources among alternative uses, the neoclassical economists identified a

universally valid principle, one which was able, alone, to embrace the entire

economic reality. As Robbins said: ‘Scarcity of means to satisfy ends of

varying importance is an almost ubiquitous condition of human behaviour.
Here, then, is the unity of subject of Economic Science, the forms assumed by

human behaviour in disposing of scarce means’ (An Essay on the Nature and

Significance of Economic Science, p. 15). The tendency to extend the basic
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model to every branch of economic investigation was reinforced during the

course of the century until it culminated in the argument of P. A. Samuelson

that there is a simple principle at the heart of all economic problems: a

mathematical function to maximize under constraints.

Another characteristic that unites the three founding fathers, and one
which was to remain a pillar of the neoclassical system, is their acceptance of

the utilitarian approach; an approach which numbered among its forerun-

ners Galiani, Beccaria, Bentham, Say, Senior, Bastiat, Cournot, and, above

all, Gossen. In fact, the most important theoretical contribution of Jevons,

Menger, and Walras lies, still more than in their complete and coherent

reformulation of the utility theory of value and in the hypothesis of

decreasing marginal utility, in the way they modified the utilitarian

foundation of political economy. Their marginalism gave credit to a special
version of utilitarian philosophy, one for which human behaviour is exclu-

sively reducible to rational calculation aimed at the maximization of utility.

They considered this principle to be universally valid: alone, it would have

allowed the understanding of the entire economic reality.

A third distinctive element relates to the method. The neoclassical method

is based on the principle of the variation of proportions, the so-called

‘substitution principle’, a method which has no equivalent in classical

economics. In the theory of consumption, the substitutability of one basket
of goods for another is assumed; in the theory of production, the substi-

tutability of one combination of factors for another. The analysis is carried

out in terms of the alternative possibilities among which the subjects, both

consumers and producers, can choose. And the objective is the same: to

search for the conditions under which the optimal alternative is chosen. This

method presupposes that the alternatives at stake are ‘open’ and that the

decisions taken are reversible; otherwise, the substitution principle would

have no rational ground.
A fourth distinctive characteristic of the neoclassical approach concerns

the economic agents. If they are subjects able to make rational decisions with

a view to maximizing an individual goal, such as utility or profit, they must

be individuals, or, at the most, ‘minimum’ social aggregates characterized by

the individuality of the decision-making unit, such as households and

companies. Thus the collective agents, the social classes and ‘political

bodies’, which the mercantilists, the physiocrats, the classical economists,

and Marx had placed at the centre of their theoretical systems, disappear
from the scene. With neoclassical thought methodological individualism

definitely entered economic science: knowledge of the properties of a system

comes from the knowledge of the properties of its elements.

A fifth characteristic is represented by the final attainment of an objective

to which many classical economists had aspired but which nobody had

ever realized completely: the historicity of economic laws. Economics was

likened to the natural sciences, physics in particular, and economic laws
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finally assumed that absolute and objective characteristic of natural laws.

The pervasiveness of the problem posed by the neoclassical economists,

the problem of scarcity, establishes the universal validity of the economic

laws. But for this to make sense, it is necessary to remove social relations

from the field of economics, exorcizing them as a superstition, a waste of
time, a subject not in line with the new scientific achievements. With the

marginalist revolution also originated that reductionist project of economics

which has marked all the successive neoclassical thought, a project according

to which economics has no other field of research than technical relation-

ships (the relationships between man and nature). Thus, while individualistic

reductionism had led to the elimination of social classes, the anti-historicist

reduction led to the elimination of social relations—which obviously meant

that the study of their change also lost importance. While in the work of
the classical economists and Marx the analytical apparatus was constructed

with explicit reference to the capitalistic system whose laws of movement

they wished to investigate, the neoclassical paradigm aimed for a complete

historicity. Naturally, this was not easy to achieve. EvenWalras, for example,

had to use notions such as capital, interest, entrepreneur, wages—notions

which make sense only in reference to the capitalist system.

Finally, a sixth important distinctive element of the neoclassical system lies

in the substitution for the objective theory of value of a subjective one. At the
base of the principle of subjective value is the argument that all values are

individual and subjective. ‘Individual’ means that they are considered always

as the ends of particular individuals. On the other hand, values are ‘sub-

jective’ in that they arise from a process of choice: an object has value if it is

desired by at least somebody. The principle of subjectivity implies that a

value is such because somebody has chosen it as an end; whereas the prin-

ciple of individuality postulates that there must be a particular individual to

which that end can be attributed. In the opposite conception, that of
objective value, values exist independently of individual choices. The indi-

vidual can accept or reject values but he is not able to influence them. An

immediate and important consequence of the neoclassical approach in

regard to the question of value is that the theory of the distribution of income

becomes a special case of the theory of value, a problem of determining the

prices of the services of the productive factors rather than of sharing out

income among the social classes.

5.1.3. Was it a real revolution?

One of the most important problems posed by the marginalist revolution for
the historian of ideas is whether it was a real revolution. That name, ‘neo-

classical system’, which is now given to the theoretical system originated

from the marginalist revolution, seems to prove right those who argue
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continuity with the preceding ‘classical’ theoretical system. But is the name

correct? It is useful to begin precisely with this problem.

It was Marx who identified the classical theoretical system. As already

mentioned, he was extremely rigorous in defining the approach and very

selective in labelling the economists. The yardstick was Ricardo, but Marx
went back as far as Petty and Boisguillebert to find the origins of the classical

system. On the basis of his measure, the English anti-Ricardians were not

considered classical, while Malthus and Say were to be taken cum grano salis;

and even Smith was accused of a few ‘vulgar notions’.

Instead, the definition of ‘neoclassical’ system, which is due to the

institutionalist Thorstein Vebelen, was referred to the work ofMarshall; then

it widened to embrace the whole of modern orthodox theory. It is an

independent definition from the Marxian one of classical economics.
Marshall himself, moreover, wished to stress the continuity of a tradition

which linked him to Mill and Smith without excluding Ricardo; and he

endeavoured to ignore the considerable heterogeneity of Ricardian eco-

nomics with respect to that tradition.

On the other hand, the anti-Ricardian character of the marginalist revo-

lution was extremely clear to Jevons; and there is no doubt that, if the

theoretical system that originated from the revolution had been named with

reference to his work, it would have been called ‘anti-classical’ rather than
‘neoclassical’.

Now, if Marshall had been correct in rejecting any element of discon-

tinuity between the two theoretical systems, those modern historians who

deny the existence of the marginalist revolution would also be right. The idea

of these historians is that, on the Continent, marginalism can be traced back,

with no substantial epistemological break, to the ‘classical’ traditions, such

as that uniting Say to Bastiat, without excluding Dupuit and Cournot, in

France, or that uniting Lotz and Soden to the ‘German Manchester School’,
without excluding von Thünen and Gossen, in Germany, or finally that

uniting Galiani to Ferrara, in Italy.

England, on the other hand, would be taken as a special case. Here a

particular version of the classical system developed, in the form of

Ricardianism, which in a certain sense would have justified Jevons’s claims

of making a revolution. But then, ex post, Marshall turned out to be right in

his rejection of the idea of a qualitative jump. Paradoxically, with this

interpretation Marshall is credited with leading England out of its insularity.
But things are not exactly like this. The true precursors and founders of

marginalism were not completely integrated into the classical traditions, but

instead were outcasts condemned to the edges of the academic circles which

cultivated orthodox theories. This is just as true for England as for the

Continent (with the exception of Italy), as demonstrated by the fact that not

only Jevons identified the enemy in the ‘noxious influence of the authority’ of

Smith, Ricardo, the two Mills etc., but also Walras violently attacked Smith,
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Ricardo, and Mill, and when he showed a little appreciation for Say, he

quickly raised some qualifications (opposite to those of Marx). And both

Jevons and Walras were aware that, when they paid tribute to Senior and

Gossen, they were dealing with heretics.

In reality, in the orthodox pre-marginalist economic theories, from Smith
and Say to Mill and to the theorists of economic harmonies, classical eco-

nomic thought had evolved while preserving intact the Smithian theoretical

dualism. The methodology of aggregates remained anchored to an explana-

tion of production and distribution based on the social classes, and to a

theory of value based on the costs of production; whereas microeconomic

methodology remained linked to a theory of the competitive equilibrium

based on the rationality, in the utilitarian sense, of individual choices. The

two approaches continued to develop together for almost a century after
Smith, remaining intertwined in more or less awkward ways. Ricardo had

made his revolution, trying to free the former from the latter. The margin-

alists did the opposite. Their revolution consisted in this: they freed

microeconomics, understood as a theory of rational individual choices, from

classical macroeconomics. It was a revolution not only against Ricardo, but

against all that was present in a confused way in the work of the other

classical economists and which Ricardo had tried to bring to light. In other

words, the ‘classical’ tradition, of which the neoclassical system proposed
itself as a continuation, basically consisted in that Benthamian component

which was partially already present in Smith, and later taken up again by the

anti-Ricardians and by Mill; a component that Marx, instead, on the ground

of the Ricardian criticisms of Smith, had defined as ‘vulgar’, i.e. non-

classical. It was against Marx’s classical economics that the marginalists

made a revolution, not against that of Mill.

So different is the neoclassical theoretical system from the classical one

(in the Marxian sense) that the revolution even led to a modification in the
name itself of economic science, which from 1879 (at least in the Anglo-

Saxon world) began to be called ‘economics’ rather than ‘political economy’.

The new term had been used sporadically in the preceding forty years, but in

1877 and 1878 it even appeared in the titles of books by J. M. Sturtevant and

by H. D. Macleod. Subsequently, Alfred and Mary Marshall and Jevons

explicitly proposed it as a more serious and scientific substitute for the old

term ‘political economy’.

Jevons dealt with this matter in the second edition (1879) of his Theory

of Political Economy. His proposal to substitute economics for political

economy was motivated by an economic reason, one could say: one word is

better than two. Later, however, phrases slipped out which reveal an infer-

iority complex, or spirit of emulation, in relation to mathematics. On the

other hand, Jevons felt it was important to make it clear that his aspiration

was to give a new name to ‘a science that almost a century ago was known to

French economists as science économique’ (p. 18).
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Marshall had much clearer ideas on this point. In The Economics of

Industry (1879), written in collaboration with his wife, Mary, he explained

his motivations for the change of name by putting forward the view that

economics has nothing to do with political bodies and particular political

interests. These are in fact two different motivations: one explicit, concerned
with avoiding confusing the science with vested interests; the other implicit,

but deeper, which was only later to emerge clearly, as the neoclassical system

began to differentiate itself from the classical system: to avoid relating

the science to ‘political’ or ‘collective’ bodies. This second reason turned into

the refusal to recognize the behaviour of collective economic agents as the

subject of study of economics.

As already mentioned, the study of collective agents was precisely the

feature adopted by the mercantilists to found their science: no longer
(domestic) economy, but political economy; no longer the administration of

the household, but that of the State; no longer the study of the causes of the

enrichment of the individuals, but that of the nation, the people, and the

merchant class. It is significant that, by rejecting the ‘political’ nature of

economics, the neoclassical economists were once more conceiving of this

science as one that has to do with the domestic economy. In fact, it still deals

with the maximization of the welfare of the household, or of the profits of the

firm, which are, in fact, individual economic agents.

5.1.4. The reasons for success

Another problem the marginalist revolution poses to the historians of
economic thought concerns the reasons why it occurred at that historical

moment. Why not at the time of Senior, Longfield, Dupuit, Cournot, and

von Thünen? And why did Jevons, Menger, and Walras not remain

ingenious heretics at the edges of the academic world, as seemed to be

occurring in the ten years after the publication of their works? Why was

there, in the 1880s, a second generation of marginalists who gave that heresy

the power of a revolutionary wave? The correct way to pose the problem of

the historical sense of the marginalist revolution seems to be this: it is not the
problem of finding the reasons why the fundamental works of the three great

neoclassical economists were published in the early 1870s, but rather of

understanding why, in a period of a few years, the message contained in

those works was accepted as the ‘New Testament’ by the majority of the

economists who counted. It is possible, with some simplication, to put

forward two kinds of reason: one ‘internal’, the other ‘external’.

The first concerns the inability of the classical orthodoxy to solve a series

of theoretical problems. The labour theory of value had never been water-
tight, and the Ricardians’ attempts to escape from the difficulties with a

theory of the cost of production had only made matters worse, inducing Mill

to open cracks which the marginalists had no difficulty penetrating with their
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corrosive criticisms. But here, generalizations were more damaging than

criticisms. For example, Jevons argued that the cases of joint production,

which Mill considered to be exceptions to the theory of value based on the

cost of production, in fact constituted the general case. Marshall, instead,

had tried to generalize the case of the goods whose production could not be
increased without an increase in cost. The labour theory of value, by this

time, was really only defended by Marx. Marx’s version of the theory was

in fact rather refined, but this did not avoid some broadsides from the

neoclassical economists, as we will see later. And the weak defence set up by

the Marxists (such as Hilferding) served only to discredit the theory finally,

so that it lost any residue of scientific decorum.

Furthermore, the classical economists had not managed to produce a

satisfactory theory of income distribution. This was a serious flaw, as the
theory of distribution made up the core of the classical economic theory. The

principal difficulty concerned the theory of wages, on which the whole

structure was built. Once the argument is discarded that wages are forced

down to the subsistence level through the operation of Malthus’ population

mechanism, the whole theory collapses. This was precisely one of Jevons’s

criticisms. On the other hand, the road taken by the Ricardians to escape

from this difficulty was the theory of the wages fund, and this was even

weaker and less defensible than Ricardo’s own theory. It was again Jevons
and Walras who put salt in the wound, by showing that the theory of the

wages fund was tautological (in the best of cases) and logically inconsistent

(in the worst, which were, in fact, the most widespread interpretations).

But all this is not enough to explain the success of the marginalist

revolution and its rapid conquest of hegemony. The ‘external’ reasons are

perhaps even more important than the internal ones. For some time, the

Ricardian theory had been used for critical purposes by the socialist eco-

nomists. In particular, the theory of surplus had been used as a foundation
for a theory of capitalist exploitation. We have already mentioned that in the

1830s the ‘anti-Ricardian’ economists had been motivated, in their criticism

of Ricardianism, by their intention to attack socialist theories. Forty years

later, things were still the same. Jevons had little difficulty in linking himself

to the English anti-Ricardian tradition. Walras was even more explicit when,

in regard to the theory of interest, he noted: ‘It has been a favourite target for

socialists; and the answer which economists have given to these attacks has

not, up to the present, been overwhelmingly convincing’ (p. 422).
From the 1870s onwards, theoretical socialism rapidly tended to identify

itself with Marxism, and unhesitatingly advanced strong claims to be a sci-

entific theory. It was exactly against such claims that some of the second- and

third-generation marginalists launched their attacks. We will limit ourselves

here to mentioning the powerful ‘Jevonian’ attack that Wicksteed brought to

bear on the Marxian theory of value in ‘Das Kapital: A Criticism’, and the

even harsher one attempted by Böhn-Bawerk, which we will consider in next
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chapter. But in 1893 Pareto was already looking at the matter with more

‘detachment’, convinced that ‘the criticism of Karl Marx no longer needed to

be made’, as it was by that time implicit ‘in the improvements brought by

political economy to the theory of value’ (p. 141).

In order that the criticisms of socialism, and of Marxism in particular,
should not seem too ideological, it was necessary to focus on their analytic

bases. But these were the same as those of classical economic theory. It was

necessary, therefore, to ‘re-invent’ economic science, reconstructing it on a

foundation which would allow the deletion of the concepts themselves of

‘social class’, ‘labour power’, ‘capitalism’, ‘exploitation’, ‘surplus’, etc. from

the body of the science. The theory of marginal utility provided the solution.

Moreover, it seemed that it would permit the demonstration that an almost

perfect kind of social organization would be realized in a competitive eco-
nomy; a kind of organization in which the market rules would allow an

optimum allocation to be reached and, with it, the harmony of interests and

the maximization of individual objectives.

On the other hand, the resumption of a sharp and endemic social conflict

made academic communities and political and cultural circles particularly

receptive to the new theory. The first Workers’ International was inaugu-

rated in London in 1864, held its most important congresses in various

European capitals between 1866 and 1872, and disbanded in Philadelphia in
1876. But then, in 1889 the 2nd International was founded in Paris, and this

was much more fearsome and strongly influenced by Marxism. These

aggregation processes of the revolutionary organizations were driven along

by the powerful resumption of the workers’ struggle in all the advanced

capitalist countries. The period from 1868 until the mid-1870s was charac-

terized by sharp conflict, almost as if all the repressed anger of the preceding

twenty years of peace had exploded at the same time. The Paris Commune

was only the tip of the iceberg of a movement which was much more
widespread and longer lasting. And the violent repressions which followed

these international explosions (1872–3 in France, 1873–4 in Great Britain

and Germany, 1877 in the USA and Italy) had only temporary effects. The

conflict began to manifest itself again, in more or less acute forms, during the

1880s, and continued for about half the following decade.

There is thus no doubt that, when Jevons, Menger, andWalras presented a

theory capable of averting attention completely from unpleasant problems,

theywere launching onto themarket exactly the theory that was demanded. In
the 1880s and 1890s, that demandwas so strong that nomarginalist economist

had to worry about remaining on the edges of the cultural and academic

worlds. A strange but eloquent fact is worth noting here. Gossen’s 1854 book,

which had anticipated many of the results of the marginalist revolution, had

been a total publishing failure. Gossen died in 1858with no glory. But 30 years

later, a discerning Berlin publisher reprinted the book with a brief preface and

a new date: 1889. It was an extraordinary success. Another curious insight,
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which, if nothing else, tells us a great deal about the state of mind with which

the marginalists set about constructing a value-free science, was given in a

letter from Auguste Walras to his son Léon on 6 February 1859:

One thing which I find most satisfying about your work plan, and with which I am in

complete agreement, is your decision to keep within the most inoffensive limits with

regards to proprietors. It is a wise decision and easy enough to implement. One

should dedicate oneself to political economy as one would to the science of acoustics

or mechanics. (quoted in Leroy, Auguste Walras, p. 289)

Finally, it is worth observing that marginalism, while presenting itself as

an alternative to the classical approach at the level of economic theory,

preserved the basic philosophy of the latter on at least one essential question.

Jevons, Menger, and Walras, and the vast majority of the marginalists of the

following generations, were fervent supporters of laissez-faire. Certainly,
while classical laissez-faire had focused on the problem of accumulation,

neoclassical laissez-faire was orientated more towards the problem of allo-

cative efficiency. The most advanced capitalist countries had by this time

solved the problem of industrial take-off, so that the needs of accumulation

were no longer felt in the terms in which they had been perceived by Smith.

On the other hand, the 1870s and 1880s were marked by the ‘Great

Depression’, the first great demonstration of the inability of capitalism to

defeat the anarchy of the market. We should not be surprised, therefore,
by the great success of a theory proving that the market, far from being

anarchical, is the best allocator of resources, and that, if things do not work

well, it is precisely because the ‘workers’ coalitions’ hinder the functioning of

the market.

5.2. William Stanley Jevons

5.2.1. Logical calculus in economics

In 1874, after many years of work, Jevons published The Principles of

Science, a powerful treatise on formal logic and scientific method destined

to replace J. S. Mill’s System of Logic (1843), a work Jevons attacked as ‘an

extraordinary tissue of self-contradictions’. Even though, in the Principles,
Jevons did not intend to concern himself with the applications to the social

sciences, the ideas, and above all the logical-analytical tools, that he devel-

oped there constituted the spool around which the whole of his economic

works are wound. It is possible, therefore, to read in the Theory that eco-

nomics belongs to the class of sciences which ‘besides being logical, are also

mathematical’ (p. 80), and that ‘our science must be mathematical simply

because it deals with quantities’ (p. 78).

In the field of economics, Jevons explicitly linked himself to Bentham. He
wrote in the preface of the Theory that Bentham’s ideas were ‘the starting
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point of the theory given in this work’ (p. 44) and later: ‘In this work I have

attempted to treat economy as a calculus of pleasure and pain, and I have

sketched out . . . the form which the science . . .must ultimately take’ (p. 44).

These premises brought him to the conclusion that ‘value depends entirely on

utility’ (p. 77), a point of view which is the opposite to that adopted by most
of the classical authors. Here value stands for price. The starting-point for

Jevons’s analysis is the exchange process. Only two characteristics define

individuals as economic agents: that subjects derive utility from the

consumption of goods, and that the economic agent acts on the basis of a

rational plan aiming at the maximization of utility. ‘To satisfy our wants to

the utmost with the least effort . . . in other words to maximize pleasure, is the

problem of economics’ (p. 101).

Jevons considered utility not as an intrinsic quality of an object but as the
sum of pleasures its use allows. This meaning of ‘utility’ had begun to be

fairly widely accepted quite a while before Jevons; it is even to be found

in Bentham, who uses the term in the sense both of a physical and of a

psychological attribute.

It is difficult to say whether Jevons, who had a deep knowledge of

Bentham’s works, was aware of this ambiguity; but it is a fact that, by giving

an old term a new meaning, he contributed to the creation of a troublesome

source of confusion. The confusion is particularly evident in the way in
which Jevons faces the questions of the measurement and comparison of

utility. On the one hand are assertions such as ‘I see no means by which such

comparison can be accomplished. . . .Every mind is thus inscrutable to every

other mind, and no common denominator of feeling seems to be possible’

(p. 85). On the other hand are several passages in which Jevons expresses the

opposite view, that utility is a quantity which can be measured in a cardinal

sense. We will see later which and how many problems were caused by this

ambiguity.
Naturally, Jevons did not overlook production and the accumulation of

capital; but when dealing with questions relating to these subjects he

adopted the same conceptual apparatus and, above all, the same base

orientation he had used for the theory of exchange. The essential element of

his contribution to this subject is his special interpretation of the law of

decreasing returns, an interpretation he put forward in his treatment of rent

in Chapter 4 of the Theory.

In studying agricultural production, Ricardo had observed that on a given
plot of land it is possible to employ alternative quantities of labour assisted

by other inputs, agricultural equipment, fertilizers, and so on. Ricardo

maintained that it was possible to vary the proportions in which land and

‘assisted labour’ (i.e. labour plus capital) are employed. In this way he

reached the following law: the increases in production resulting from the use

of successive doses of assisted labour on the same quantity of cultivated land

will first increase and then decrease.
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Jevons introduced two subtle changes into the usual interpretation of the

law. First, he downgraded the distinction between the extensive and the

intensive case, emphasizing the latter. The classical economists, who were

rather more interested in the explanation of rent than that of the prices of

goods, had focused more on the extensive case. The intensive case had also
been considered by them, but not without reserve—for the simple reason

that, while the different productivities of plots of different quality are directly

observable, the marginal productivity of a dose of input implies a change in

the situation to be observed, and therefore only represents a hypothetical

increase in output.

Second, the shift of interest towards the intensive case also led to an

important change in the method of analysis: the reasoning had to be

undertaken in terms of hypothetical rather than observable changes, and this
contributed to giving credit to the thesis of symmetry between land and the

other inputs. Two notable consequences were derived from this thesis:

(1) The substitutability between land and assisted labour was extended

from agricultural production to all types of production, even to those
with no direct input of land.

(2) The substitutability was extended to all inputs, whereas for the

classical economists the substitutability between land and assisted

labour presupposed a strict complementarity between labour and

equipment.

A final point should be mentioned. Jevons dedicated a great deal of

attention to the problems of economic policy and, in particular, to the

questions of social policy. In his last book, The State in Relation to Labour

(1882), and in the collection of articles published posthumously in 1883 with

the title Methods of Social Reform, he expressly indicated the principles that,

according to him, should have guided State intervention in the economy. It is
not surprising, given his starting-point, that Jevons arrived at the conclusion

that the natural state of a market economy is social harmony and not class

conflict. ‘The supposed conflict between labour and capital is an illusion’, he

wrote in The State in Relation to Labour (p. 98); and then, appealing to a

rather unclear notion of ‘universal brotherhood’, added: ‘we ought not to

look at such subjects from a class point of view, [since] in economics at any

rate [we] should regard all men as brothers’ (p. 104). Jevons admitted that

‘workers are not the capitalists of themselves’ and that this increases the
complexity of the problem, since the capitalists ‘come to represent a distinct

interest’. However, he maintained that competition would resolve the

possible conflict of interests between the two sides, as it would cause capital

to be solely remunerated at the market rate of interest, while the worker

would receive, in the last instance, only ‘the value that he has produced’.

Jevons’s attitude towards trade unions is interesting—a severely critical

attitude but not thoroughly hostile. On the one hand, he approved of the
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idea of trade unions acting as friendly societies in the search for better

conditions for their own members; on the other, he fiercely opposed any

attempt to fix wages by collective bargaining, because this would have des-

troyed the competitive mechanism. It was the acceptance of these two

principles that led Jevons to the naı̈ve conclusion that workers who wish to
reduce their hours of work should also demand a lower wage.

Jevons obviously criticized the Ricardian theory of the inverse relationship

between profits and wages as ‘radically fallacious’, wishing in this way to

demolish the theoretical foundation of class struggle. The Theory is full of

condemnations of Ricardo and Mill. For example: ‘that able but wrong-

headed man, David Ricardo, shunted the car of economic science on to a

wrong line—a line, however, on which it was further urged towards confu-

sion by his equally able and wrong-headed admirer, John Stuart Mill’. On
the other hand, the book is full of praise for Malthus, Say, Senior, and

Bastiat.

5.2.2. Wages and labour, interest and capital

Jevons’s theory of the determination of the labour supply is also based on the

utilititarian foundations of the theory of choice. This aspect of his analysis is

one of his most notable achievements. And if it is true that it has contributed

to placing Jevons in the top bracket of the ‘great’ figures of marginalism, it is

also true that it has led to a certain undervaluation of his analyses of capital

and interest, analyses which are often seen as a mere by-product of the ‘grand

theory’ of choice. However, this opinion is, at least in part, unfounded.
The theory of the labour supply is based on the assertion that labour,

both manual and intellectual, is an ‘unpleasant’ activity for the individual,

and is undertaken only because of the greater consumption it allows. This

observation may hold a grain of truth, but even today it appears, to a

disenchanted eye, anything but evident outside the utilitarian framework in

which it was conceived.

In Jevons’s theory, the sign of the marginal utility of labour is very clear:

work gives disutility or negative utility, and in particular a disutility
increasing with the amount of labour supplied. Jevons added to this

hypothesis another, equally strong one: the worker acts autonomously,

works with his own means of production, and does not depend on the

employer; which implies, among other things, that the amount of labour

supply is perfectly divisible and not subject to discrete changes, as is the case

with dependent labour, where a contract normally fixes the hours of work.

The hypothesis of perfect divisibility is essential for the application of

marginal calculus, which requires infinitesimal increases of the quantities.
Well aware of the ‘power’ and the limits of his hypotheses, Jevons distin-

guished between the subjective productivity of labour, which is measured in

terms of the ‘psychophysical potential’ used by the worker in his activity, and
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the objective productivity, measured in terms of the hours worked.

Obviously, the former allows for the qualitative differences of labour in terms

of psycho-physical effort to be taken into account, but makes it impossible to

measure them at an operational level; the latter, on the contrary, requires the

qualitative uniformity of labour and has the advantage of measurability.
On the basis of these hypotheses, the application of marginal calculus

produces the result that the quantity of work supplied is that for which the

marginal benefit derived from the remuneration of labour equals its marginal

disutility. The most interesting case is the one in which an individual is able

to produce more than one good. Here it is necessary that the individual earns

the same marginal benefit from each activity, and consequently that he

receives the same marginal disutility from each of these. But this implies that,

at least in the long run, individuals will tend to exchange goods according to
a ratio equivalent to that of the marginal productivities. In the long run these

should level themselves out, so that all the individuals who are working in a

certain trade continue to do so. Such productivities must also be expressed in

subjective terms. In this, the condition of equal marginal disutilities in the

different occupations becomes an important link between the utilitarian

theory of exchange and the theory of labour supply.

The mere formal reference to the rules of marginal calculus is not enough

to make Jevons’s theory a ‘marginalist theory’ in the deepest sense. It is
known that the basic hypothesis under which marginal calculus is applicable

to labour supply is that the level of utilization of all the factors of production

other than labour is kept constant. Thus, it is necessary to clarify the role

played by the other factors of production in Jevons’s system. By doing this,

one may discover that the widespread idea that Jevons’s theory of capital is

only a by-product of his theory of the labour supply is, in fact, unfounded.

Let us first consider the case of land, already mentioned in the previous

section. Is it possible to determine rent as the remuneration of a productive
activity, according to the marginalist principle, under the hypothesis of

constancy of the level of utilization of the other factors? To be rigorous, the

extensive case should be considered in which the amount of cultivated land is

progressively increased. Jevons did deal with this case; but he focused more

on the intensive case, in which the increasing amount of a given factor,

labour, for example, is applied to a fixed plot of land. The intensive case

represents a type of ‘proof ’ of the theory of the labour supply, in that it

constitutes an application of it.
Now, as long as land has no alternative uses, Jevons’s theory works

perfectly: the law of decreasing returns implies that labour will exhibit a

decreasing productivity as a function of the intensity of its application. Since

all labour is remunerated on the basis of the disutility of the last dose

applied, a surplus will arise over the preceding doses, whose productivity is

higher and disutility lower; and this surplus, to the degree to which the

worker is also the landowner, is resolved in rent. In this way the theory
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appears to be coherent with the preceding one: intensive rent is explained in

terms of the productivity of labour. But what happens when land has at least

one alternative use?

In this case, the rent becomes an element of the cost of production, and

this is in obvious contrast with the view of Ricardo and the other classical
economists. In fact, in the preface to the Theory Jevons wrote: ‘but when

land capable of yielding rent in agriculture is applied to some other purpose,

the rent which it would have yielded is an element in the cost of production of

the commodity which it is employed to produce’ (p. 70).

In other words, the opportunity cost of the use of land becomes an

essential element in the definition of rent, and with this the theory of the

labour supply is no longer sufficient to explain the level of rent. Another

‘piece’ of theory is necessary, one which is independent of the theory of the
labour supply. And here the theory of capital appears on the scene.

Jevons considered capital, prima facie, as an aggregate of heterogeneous

goods evaluated in monetary terms. But he then endeavoured to reduce it to

a real magnitude. On the basis of his observation that capital consists in the

subsistence fund necessary to remunerate labour during the production

process, he tried to measure it in terms of the amount of time the fund is tied

up in production.

Adopting the simple capitalization formula, he assumed that labour is
invested uniformly over time, in other words, that the same amount of

labour, l, is employed each year. By assuming that the production process

lasts n years and that the wage is equal to 1, the amount of capital can be

defined, in this approach, as L¼ ln, which coincides with the amount of

labour employed over the entire investment period.

On the other hand, an average period of investment is defined as.

T ¼
Xn
t¼1

t

 !,
n ¼ nþ 1ð Þ=2:

If, for example, the production process lasts n¼ 4 years, the average

investment period is:

T ¼ ð1þ 2þ 3þ 4Þ=4 ¼ ð4þ 1Þ=2 ¼ 2, 5:

Jevons then calculated the investment amount, K, by multiplying the amount

of capital by the average investment period

K ¼ LT ¼ Lðnþ 1Þ=2:
He held that it is possible to increase production by increasing the amount of

the investment, or by extending its average period. This is the first appear-

ance of the concept of the marginal productivity of capital which was later

taken up again by the Austrian school.

178 the triumph of utilitarianism



The ‘beauty’ of the concept is that capital is reduced to a homogeneous

quantity measurable in terms of units of time. The production factor called

‘capital’ is reduced to the ‘time’ factor. In equilibrium, the interest rate, r, will

coincide with the marginal productivity of capital and can be considered as

the ‘just’ remuneration for the productive contribution of time. The reverse
side of the coin is that this theory is valid only in the hypothesis of simple

capitalization. If the compound capitalization formula is applied, as is cor-

rect in a capitalist economy, the amount of capital resulting from investing

l units of labour n years ago is:

C ¼ l
Xn
t¼1

ð1þ rÞt,

and cannot be considered independent of the interest rate. We could no

longer refer to the marginal productivity of capital as a simple expression of

the physical contribution to production of the time factor.

Jevons had perceived the existence of this problem, but was unable to

arrive at the inevitable theoretical consequences, of which the most import-
ant is that the marginal productivity of capital cannot be determined inde-

pendently of the interest rate, so that this cannot be accounted for as

remuneration for the physical productive contribution of capital. Almost a

century was to pass before economists came to accept this conclusion. The

problem was finally solved only in the debate on capital theory in the ‘sixties

of the following century.

5.2.3. English historical economics

The disintegration of classical political economy in the 1870s and 1880s

is demonstrated by the fact that the marginalist criticisms of it were not

isolated. In this period an increasing number of economists attacked the

classical theoretical system, and this gave rise to a multiplicity of alternative

theoretical directions: the socialists (of which we should remember, besides
Marxism, Fabianism in England, ‘agrarian socialism’ in America, the

‘Christian socialists’ and ‘chair socialists’ in Germany), the institutionalists,

and the historicists. Here we will focus on the last group. We will discuss

Schmoller and the ‘young German Historical School’ later, when we will

also show that the historicist polemic against Menger implied an attack

on political economy tout court, rather than on the specific marginalist

theoretical system. It was to economic science in general that the

historicists attributed the vices of ahistoricity, deductiveness, abstraction,
and one-sidedness.

It is interesting to note that in this period a similar attack was also taking

place in England, the home of classical orthodoxy. The English historicists
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were less involved en philosophe than the Germans, but their criticisms were

no less profound or radical. Strongly influenced by the Comtian idea of a

unified social science, the English historical critics not only produced an

excellent critical-methodological literature, but also opened up interesting

avenues towards other fields of social research, especially sociology and
economic history. We have already mentioned Richard Jones, a historicist

who was a contemporary of Ricardo. Here we will consider the three most

important English historicists of the following generation: Thomas Edward

Cliffe Leslie, John Kells Ingram, and William Cunningham.

Leslie greatly appreciated Smith’s use of the inductive method; however,

he denied the universality of the so-called ‘natural laws’. He also criticized

the tendency to base economics on the simple assumption that individual

behaviour is solely motivated by the thirst for wealth. Finally, he argued,
acutely, that the whole of classical political economy presupposed two badly

understood, yet fundamental, hypotheses: those known today as the

hypotheses of complete information and perfect foresight. The validity of the

classical arguments with regard to the uniformity of the rates of wages and

profits, and therefore the validity of their theory of natural prices, are based

on these hypotheses.

Turning to Ingram, he had argued that classical political economy was

based on a type of abstract reasoning that completely ignores reality, as well
as on an incorrect deductive method. Deduction, according to him, should

be used only to check the results of induction and not to produce general

theories from arbitrary assumptions. If they had used the correct method, the

classical economists would have realized that their theories were valid only

for a specific historical period.

Cunningham’s criticisms of Marshall also took this direction. It is worth

mentioning them here because they show a change of target from classical

political economy to neoclassical economics. Obviously, the latter was much
more deserving of historicist criticism than was the science of Smith andMill.

Cunningham simply accused Marshall of using economic history in an

incorrect way: not for acquiring knowledge by observing facts, but only for

surreptitiously confirming truths obtained in a speculative way from a priori

premiss.

5.3. Léon Walras

5.3.1. Walras’s vision of the working of the economic system

The major contribution of Léon Walras to economic analysis was his theory

of the general economic equilibrium. Although the theme of the relationships

among different markets had been studied by preceding economists, no one

before Walras had managed to construct a general theoretical structure
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capable of accounting for the multiplicity of relationships linking one market

to another. The actual operation of the forces of supply and demand in one

market depend on the prices established in several other markets. This is why

a general analysis is necessary.

The markets must be interrelated so as to make the choices of all the
economic subjects compatible. A subject who is unable to achieve the goal

of maximizing his satisfaction will have excess demands for some goods

and excess supplies for others. By means of exchange, the individual will use

the excess supplies to eliminate the excess demands. A state of general eco-

nomic equilibrium is one in which the prices are such as to allow all indi-

viduals to maximize simultaneously their own objectives, with

excess demand vanishing.

The free play of competition leads to a distribution of the factors among
the productions of the various goods so as to satisfy the consumers’

demands. The scarcity of productive resources in respect to the demand for

goods will decisively influence relative prices. Walras rejected the classical,

and especially the Ricardian, distinction between scarce and reproducible

goods. He stated in the Elements of Pure Economics:

There are no products which can be multiplied without limit. All things which form

part of social wealth . . . exist only in limited quantities . . . In the production of some

things like fruit, wild animals, surface ores and mineral waters, land-services play the

predominant part. In the production of other things like legal and medical services,

professors’ lectures, songs and dances, labour preponderates. In the production of

most things, however, land-services, labour and capital services are found together. It

follows, therefore, that all things constituting social wealth consist of land or personal

faculties. Now Mill admits that land exists in limited quantities only. If that is also

true of human faculties, how can products be multiplied without limit? (p. 399)

This passage, which is important for an understanding of the neoclassical

concept of scarcity, shows a serious misunderstanding of the classical theory.

In fact, Ricardo maintained that it is the single good that can be reproduced

without limits, not the total of goods. The structure of the means of pro-

duction, in other words, can be modified to produce any combination of
products provided there is freedom of entry in all industries. Competition,

intended as a process unfolding through time and not as a static situation in

which the amount of each factor is fixed and unchangeable, will induce the

capitalists to transfer their own capital from the sectors in which the rate of

profit is low to those in which it is high. In this way the structure of supply

will adjust to that of demand, while the quantities of capital goods will tend

to settle at levels that guarantee a uniform profit rate.

In Walras’s conception, the economy is made up of a plurality of agents
who are present on the market either as consumers or as suppliers of pro-

ductive services or as entrepreneurs. The economic process originates from

the meeting, in the market, of these various agents. The productive services
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are transformed into goods which are bought, either by other entrepreneurs,

who need them for productive uses, or by the final consumers. The latter,

who have supplied the productive services to the entrepreneurs, buy pro-

duced goods from them by spending the income received in return for their

productive services.
Clearly, there is no place in this model for the notion of social class. On the

contrary, there are just two groups of individuals: the consumers and the

entrepreneurs, distinguished solely by the different decisions they are called

upon to take. The consumers decide on the composition and the level of

consumption, and therefore on the level of savings; the entrepreneurs decide

on the level and the composition of production and investment. The con-

sumers’ decisions do not depend on the type of income they receive, but only

on the amount. The fact that an individual derives 80 per cent of his income
from labour and 20 per cent from capital, or vice versa, makes no difference

at all. There being no link between income categories and expenditure pat-

terns, the links between wages and profits, on the one hand, and consump-

tion and investment, on the other, are also cut.

At the beginning of each period, let us say one year, the economy has an

initial endowment made up of a certain quantity of goods and resources,

including natural resources and the goods produced in the preceding period.

Each agent owns a certain quantity of goods and services: as a worker he can
offer a certain number of working hours, whilst as an entrepreneur he can

supply services relating to the organization and control of the productive

activity. Each agent tries to attain the best results from exchange. The

consumers try, in the first place, to determine that division of their own

income between consumption and savings which will provide them with the

ratio of maximum satisfaction between present and future consumption. Sec-

ond, they determine the way in which their consumable income is to be shared

out in the purchasing of various goods so as to obtain the maximum utility.
Those who supply productive services try to obtain the best balance between

the income received in payment for these services and the sacrifice involved

in their supply. Finally, the entrepreneurs try to attain the maximum profit

from their own activity, by endeavouring to maximize the difference between

the value of the goods produced and the costs sustained in producing them.

The pursuit of their own individual objectives ‘obliges’ the agents to enter

into exchange relationships. Let us consider first the single consumer. A part

of the goods and services he consumes certainly comes from the initial
endowment, but a larger part must be bought on the market. In exchange for

this, he gives up money (or another means of payment) which, in turn, he

gets back by selling other goods and services to other consumers and other

firms. Thus, the consumer’s income depends on the quantity of goods and

services he sells to others and the price at which he manages to sell them. If

we overlook the exchanges among consumers, we can say that they supply

factors to the firms (labour, capital, and entrepreneurial ability) and receive
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in exchange an income which is either used to buy goods and services or

stored as savings. The latter then returns to the firms through the activity of

the financial intermediaries.

Let us now consider the firm. In order to fulfil its production plan, the firm

uses, besides the reserves and stocks of fixed factors it already possesses at
the beginning of the period, other inputs it buys from other firms and

consumers. The output sold gives rise to revenues. The difference between

revenues and costs represents the firm’s profit, which is either distributed to

the owners of the firm (i.e. to the savers-consumers) or used to buy new plant

so as to increase the endowment in future periods. The total production of

the system is obtained by summing the production of all the firms. Inter-

mediate goods are clearly included in this amount. These are the goods

produced by a firm and used by another. If the value of intermediate con-
sumption is subtracted from the value of total production, the value of the

final output (or the gross national product, in the terminology of national

accounting) is obtained. Naturally, the value of the gross national product is

equal to the value of the gross national income. In fact, if the value of the

intermediate consumption is subtracted from the value of the production of

the single firm, the result is the amount the firm has paid for the factors

employed or, rather, the income earned from these factors. And, clearly, the

sum of the incomes paid to the factors by all the firms gives us the overall
income earned by all the factors.

The factors of production are the same as the stocks of goods, natural

resources, and services that make up the initial endowment of the system.

These are owned by the consumers or by the firms; but the firms are in turn

owned by the consumers. This means that the consumers possess, directly or

indirectly, all the factors, so that the final remunerations only go to them. If

the profits of a firm are entirely distributed, and therefore are not stocked to

provide for the needs of capital accumulation, the national income is the real
purchasing power in the hands of the consumers.

5.3.2. General economic equilibrium

The central aim of Walras’s theory is to show how the voluntary exchanges

among individuals who are well-informed (each is perfectly aware of the

terms of his own choices), self-interested (each thinks about himself ), and

rational (each tries to maximize his goals) will lead to an organization of the

production and the distribution of income which is efficient and mutually

beneficial. The peculiarity of the problem is this: that the sole form of social

interaction which is admitted is that realized on the market by means of

anonymous and impersonal exchanges. Neither trade unions nor pressure
groups nor cartels nor other types of social groupings are allowed, as this

would violate a fundamental requirement of the general-equilibrium model,

that of perfect competition.
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In order to account for the fact that the actions of the individual agents are

co-ordinated on the market, it is necessary to demonstrate that prices exist

that render advantageous to each individual precisely those activities and

choices which satisfy his needs in an efficient way. This is why the theory of

prices occupies a central position in the general-equilibrium system.
On the other hand, a complex relationship is established between the

prices of goods and the prices of factors. The former contributes to deter-

mining the demand prices of the factors used to produce goods. From the

comparison between the supply price and the demand price, the market price

of a factor is obtained. This, in turn, influences the supply price of the

product and therefore its market price. So there is a well-articulated set of

relationships between prices and quantities exchanged in regard both to

inputs and to outputs. This set of relationships is in a state of general
equilibrium when the prices and the quantities are such that the maximum

satisfaction each agent pursues by his own choices is compatible with the

maximum satisfaction pursued by all the other agents. More precisely, an

economy is in a Walrasian competitive equilibrium when there is a set of

prices such that:

(1) in each market the demand equals the supply;

(2) each agent is able to buy and sell exactly what he planned to do;

(3) all the firms and consumers are able to exchange precisely those

quantities of goods which maximize, respectively, profits and utilities.

It is worth nothing that, in order to obtain this result, it is only necessary to

know, as initial data, the number of consumers, the number of firms, the

initial endowments of resources, the consumers’ preferences, and the tech-

niques available. All the rest is left to the maximizing behaviour of the agents

and to the competitive mechanism. In reality, however, two dei ex machina

are necessary for the general equilibrium to be reached: the ‘auctioneer’ and
the ‘Sisyphus entrepreneur’.

The model of price-formation underlying Walras’s theory of exchange

is one of competitive bargaining. According to this model, markets are

conceptualized as auctions (one is led to think of an hold French-type stock

exchange), in which there are, on the one hand, stockbrokers and, on the

other, the auctioneer. At the beginning of the bargaining the auctioneer

‘shouts’ a price for each good and leaves the agents to formulate their buying

and selling proposals. If, in correspondence to the shouted prices, the auc-
tioneer notices that, for each good, the supply and demand are equal, he will

declare bargaining closed, and that price vector will be the equilibrium

vector. If this does not happen, the auctioneer will adjust the prices

according to the rule: increasing the prices of goods in excess demand and

decreasing the prices of goods in excess supply. This trial and error process,

which Walras called tâtonnement, will continue until all excesses of supply

and demand have been eliminated. At this point the auction ends; the final
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quotations are registered as the equilibrium prices, and the supply and

demand declared at such prices become binding contracts; exchanges are

carried out on these terms. This is the single-agreed-price bargaining; the

prices shouted by the auctioneer during the adjustment process are virtual

prices; only the equilibrium ones are the prices at which exchanges actually
take place. Such a peculiar way of describing the market process is crucial if

one wants to reach a Walrasian general equilibrium. If, in fact, in the course

of the process of convergence to equilibrium, the agents were allowed to

exchange goods at disequilibrium prices, the individual’s endowments would

vary in continuation, and it would never be possible to reach a Walrasian

equilibrium, which, by definition, refers to the given initial allocation of

resources.

Walras was certainly aware of the strong structural differences between his
model and a real market economy. His main objective was to construct a

model of an ideal economy which could be used as a solid base for political

applications. He knew that this objective would hardly be realized in an

authentic market economy. However, he nurtured the hope that the latter

could be reformed along the lines of the model.

Let us now turn to the ‘Sisyphus entrepreneur’. Walras considered that

a firm is in equilibrium when the profit is reduced to zero owing to the

competition among entrepreneurs. In effect, in the Walrasian system there is
only one category of maximizers: the consumers. The entrepreneurs, like the

auctioneer, are mere co-ordinators who organize the productive activity,

taking techniques and prices as given. The Walrasian entrepreneur buys the

inputs at the prices fixed by the auctioneer, who looks after the adjustment

process in the way described above. If the revenues are above the costs, the

entrepreneur registers a profit. The existence of a profit or a loss is a sign

of disequilibrium. The entrepreneur reacts to such a signal according to

the rule: increase the scale of production when there is a profit and decrease
it when there is a loss; ‘Thus, in a state of equilibrium in production,

entrepreneurs make neither profit nor loss’, writes Walras (p. 225). Profit

depends on exceptional circumstances; from a theoretical point of view it

must be considered as a signal of disequilibrium.

Walras argued, therefore, that the choice to become an entrepreneur is

purely accidental. The entrepreneur could be a capitalist who pays for the

services of labour and land to the respective owners, keeping for himself a

residue which is equal, in equilibrium, to the interest on the services given by
his capital. Or he could be a worker who, after having paid for the services of

the capital and land, obtains a residue equal, in equilibrium, to his wage. The

same is true with a landowner who decides to become an entrepreneur. As

profits are zero in equilibrium, the socioeconomic identity of the entrepre-

neur is completely irrelevant. ‘They [the entrepreneurs] make their living not

as entrepreneurs, but as land-owners, labourers and capitalists’ (p. 225). As

we will see, the absence of a theory of the entrepreneur in Walras’s theory
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induced Schumpeter to say that he had built a brilliant theory which however

was incapable of dealing with reality.

Walras constructed a system of simultaneous equations to describe the

interaction between consumers and sellers. There are as many markets as

there are goods, including the productive factors and their services. For
each market, three types of equation are defined: one for demand, one for

supply, and one for equilibrium. In each market of produced goods, the

number of demand equations is equal to the number of consumers, while

the number of supply equations is equal to the number of firms producing

the good. In each factor market, the number of demand equations is equal

to the number of firms multiplied by the number of goods produced by

each of them, while the number of supply equations equals the number of

owners of the factors. Furthermore, the ‘production equations’ are defined
in such a way that the price of each product is equal to its cost of pro-

duction, so that in equilibrium the entrepreneurs make ‘neither profits nor

losses’. The costs of production depend on the input prices and the

technique in use. The latter is represented by some technical coefficients,

assumed fixed, which express the proportion in which each input is com-

bined with the output. Then, in the ‘capitalization equations’, it is assumed

that the purchase price of each capital good is equal to its ‘net income’

discounted at the current rate of interest. And this implies an equilibrium
configuration in which the rates of returns of all capital goods are uniform

and equal to the rate of interest. Finally, there is an equation that

determines the rate of interest with the forces of supply and demand of the

new capital goods.

Now, a necessary but not sufficient condition for such a system of equa-

tions to have a solution is that the number of unknowns is equal to the

number of equations. This raises three orders of problems of which Walras

was not perfectly aware. The first originates from the capitalization equa-
tions which—to the extent that they impose a uniform rate of return on

capital goods, a purchase price equal to the production price, and the

equality between supply and demand of each capital good—introduce

into the model an over-determination of a degree equal to the number of

production equations of the new capital goods minus one. It is possible to

avoid this problem by renouncing the uniformity requirement for the rate of

returns and by interpreting the model in terms of temporary equilibrium.

We will discuss this further below.
The second order of problems originates from the fact that one of the

equations in Walras’s system functionally depends on the others, so that the

number of independent equations is lower than the number of

unknowns. Intuitively, the matter can be explained in the following terms. If

there is equilibrium in all the markets except one, this means that consumers

have spent a sum of money equal to the value of the goods offered. But,
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given that the total value of the goods produced (the national product)

equals by definition the total income earned by the consumers (the national

income), there will also be equality between supply and demand in the

last market. In 1942 Oscar Lange called this circumstance ‘Walras’s Law’: in

a general equilibrium system, if all the markets, except one, are in
equilibrium and the budgets of all the agents break even, then the remaining

market must also be in equilibrium. This law is the ultimate consequence of

the fact that, in the Walrasian conception of the economic system, the act of

demanding goods on the part of an individual presupposes that he

offers goods of equal value. But Walras did not grasp the mathematical

implications of this fact.

Finally, we come to a third order of problems which is perhaps the most

important. Walras did not take into account the fact that having ‘counted’ as
many equations, even if independent, as there are unknowns is not enough to

ensure the existence of a solution. A system of equations may have no

solution at all, or may have many, even an infinity. Even in the case in which

a solution exists, this may have no economic meaning, as would happen if

some prices or some quantities were negative. Almost a century was to pass

before the neoclassical economists managed to find the solution to this

problem. We will see their results in Chapter 10.

5.3.3. Walras and the articulation of economic science

Walras’s impact on the evolution of economic theory has been enormous.

No other economist before him had managed to construct a theoretical
model and an analytical method which was so vast and versatile. Others,

such as Quesnay and Cournot, had formulated the idea of interdependence

among economic facts. But while Cournot maintained that the problem of

general equilibrium was outside the scope of mathematics, Walras proved

that, at least in principle, the problem could be resolved.

Notwithstanding this, his work passed almost unnoticed in France during

the twenty-five years following its publication, and it was really only in the

1950s that the attitude of French scholars towards him began to change
radically. But also outside France the reception of his work was, initially,

somewhat cold, if not hostile. The relationships between Walras, on the one

hand, and Jevons, Edgeworth, Wicksteed, and Menger, on the other, were

certainly not the most cordial. Marshall, in his Principles, quoted Walras

only three times and in brief passages. An exception should be made for the

Italians; Pantaleoni, Barone, and especially Pareto held him in great respect,

and were fervent propagandists of his work.

Walras, as Menger had done, always endeavoured to maintain a clear
distinction between moral values and science. He believed that pure science

had nothing to do with value judgements: ‘The distinguishing characteristic
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of a science is the complete indifference to consequences, good or bad, with

which it carries on the pursuit of pure truth’ (p. 52). And Walras added,

following Bentham: ‘From other points of view the question of whether a

drug is wanted by a doctor to cure a patient, or by a murderer to kill his

family, is a very serious matter, but from our point of view, it is totally
irrelevant. So far as we are concerned, the drug is useful in both cases, and

may even be more so in the latter case than in the former’ (p. 65). It is this

radical dualism between technical and ethical judgements that was to

dominate developments in economic thought.

Walras had always intended to write another two systematic treatises, one

on applied and one on social economics, which would in some way have

supplemented his fundamental work on pure theory. But the debilitating

rhythm of work as professor in Lausanne, a position he had gained, not
without difficulty, in 1870, absorbed all his energies until 1892, when he left

teaching. After this, he contented himself with publishing two collections of

papers, entitled Études d’économie sociale (1896) and Études d’économie

politique appliquée (1898).

Walras was a close observer of contemporary economic problems,

favouring moderate reformism in socioeconomic matters. His political

position, which he derived from Kant’s moral philosophy and the ration-

alism of his times, was a mixture of traditional liberalism and the doctrine of
State intervention. It is interesting that, while in regard to questions of

justice he was a convinced supporter of the natural-law approach, he com-

pletely expelled the notion of natural law from economics. He never

believed that, beyond observable facts, there could be a structure of eco-

nomic laws capable of mirroring some natural order. As we already know,

Walras was a severe critic of the classical dichotomy between natural and

market prices and of everything derived from that distinction. Finally, he

believed that economic analysis could not have any intrinsic connection
with the measures of economic policy; he always kept the normative

and positive analyses clearly separated. Walras divided economics into

three different fields: pure economics, which is based on the principle of

truth, and concerned with the relationships among things; applied eco-

nomics, which is based on the principle of utility and concerned with the

relationships between persons and things; and social economics, which is

based on the principle of justice and concerned with the relationships among

persons.
Walras put forward numerous articulate recommendations for economic

policy. His favourite subjects were the nationalization of natural monopol-

ies, the stabilization of prices by the monetary authorities, the capital

market, whose efficiency and reliability should be ensured by the State, and

the acquisition of land by the State and its concession in use to private agents

in order to increase government revenues. It is worth noting the curious fact

that Walras considered himself a ‘scientific socialist’.
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5.4. Carl Menger

5.4.1. The birth of the Austrian School and the Methodenstreit

The label ‘Austrian School’ was used for the first time, with a clearly dero-

gatory meaning, by opponents of Menger’s ideas, especially the members of

the German Historical School. The philosophical life of Austria in those

times was still dominated by Aristotelian realism, a way of thinking which

certainly must have appeared old-fashioned to people who had read

Kant and Hegel. Nevertheless, it was precisely this Aristotelian background

that allowed Menger to develop a theoretical perspective which the exasp-

erated inductivism of his German contemporaries could not but reject
en bloc. In fact, we owe to Aristotle the idea that there are qualities and facts,

such as action and human nature, which can be understood on an a priori

ground, and that it is possible to formulate ‘laws’ without any need to

confirm them inductively. It was precisely by devoting himself to the search

for the ‘laws of the economy’ that Menger set up, in opposition to

Schmoller’s German Historical School, the theoretical system of the

Austrian School.

Of the three champions of the marginalist revolution, Menger was
undoubtedly the most sophisticated and original, particularly on the subject

of methodology. While for Jervons and Walras the main purpose of eco-

nomic theory was the solution of the allocative problem, for Menger it was

the study of the nature of human needs, taking into account the temporal

dimension of decisions. In his correspondence with Walras, Menger

explained why he considered mathematics not a useful instrument for the

economist. From a methodological point of view he distinguished under-

standing from knowledge. The first aims to find out the reasons why things
happen, the second to offer a mental representation of them. To understand

economic phenomena it is necessary to go back to the motivational system of

agents; to know them the axiomatic method suffices.

In his Grundsätze Menger endeavoured to reconstruct the foundations of

economic science, intended as a pure theoretical discipline, so as to offer an

alternative explanation of value and prices to that proposed by the classical

school. If the classical economists considered value to be essentially governed

by past costs, Menger considered it to be an expression of the judgement of
the consumer in regard to the goods suitable to satisfy his needs. On the

other hand, Menger’s book and the way of doing economic science which

prevailed in the German universities at that time were poles apart. Most of

the German economists also criticized classical political economy, but the

principal target of their criticism was method rather than content: the his-

torical and not the theoretical approach should be followed in economics,

and should be applied only to the description, classification, and collection of

observed phenomena.
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In the period in which Menger published the Principles, the ‘Old’ German

Historical School, that of Roscher, Knies, and Hildebrand, was giving way

to the ‘Young’ German Historical School, led by Gustav Schmoller. Menger

thus had to fight on two rather different fronts: on the theoretical front,

against the classical theoretical system, and on the methodological
front, against the German Historical School. This is all-important in

understanding Menger’s complex scientific personality and, in particular,

making sense of his concern for methodological matters—a concern not

found either in Jevons or in Walras.

The results of Menger’s battle on the second front are well known. The

German economists virtually ignored the Principles. For about a decade

after its publication, Menger remained an isolated thinker. It was not until

the 1880s, with the enthusiastic work of Böhm-Bawerk and von Wieser, that
a new school formed.

Gustav Schmoller was the most important economist of imperial

Germany and a leader of the ‘chair socialists’. As the leader of the Young

Historical School, Schmoller was a tenacious opponent of the axiomatic-

deductive approach of the classical and neoclassical schools. His research

programme, which Schumpeter has defined as the ‘Schmollerprogramm’,

overtly proposed to follow the line of that German tradition which, with the

Cameralists and subsequently with List and the members of the Old His-
torical School, had already tried to create the presuppositions for an altern-

ative theoretical approach to economics—alternative both to classical and to

neoclassical economics. The principal accusation levelled against all of them

was that they did not take into account, in their theoretical formulations, any

knowledge of historical facts and material. Schmoller, instead, was a sup-

porter of an interdisciplinary approach which aimed at blending the psy-

chological, sociological, and philosophical aspects of the economic

problems. By means of detailed historical research on the formation of the
social classes and on the history of the Strasbourg weavers’ guilds, Schmoller

tried to show how political economy had to be liberated from ‘false

abstractions’ and anchored to solid empirical foundations. In particular, he

wished to focus both on the general effects produced by the process of

capitalist accumulation on social classes and relationships and on the effects

of laissez-faire principles and policies on less wealthy people.

Schmoller’s work, however, turned out to be rather lacking on the ana-

lytical ground; above all, it failed to reach its author’s main objective: the
formulation of a new way of doing economic theory. Schmoller’s influence

on the development of economic science in Germany was somewhat harmful,

especially because it helped to isolate the German economists from the rest

of the world for more than half a century. In fact, economists with different

cultural orientations were not allowed to work in any of the German uni-

versities. This meant that the works of the new marginalist school were

received by the German academic circles with almost complete silence.
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This rejection of classical and marginalist theory had an immediate effect

at the political level, where all approaches differing from economic histori-

cism were silenced as ‘Manchestertum’, that is to say, as orientations

favourable both to the absolute liberty of economic initiative and to the

progressive reduction of the role of the State.
Schmoller was a fervent supporter of enlightened and despotic sovereigns,

especially the Prussian kings, whom he considered to be the only people able

to defeat particularism and unify the national economy. Social reforms and

distributive justice were central elements in his theoretical work. In all

respects, Schmoller could be considered as a conservative in the specific

Prussian sense of the term: he rejected Marxism and liberalism, but also the

anti-reformist and reactionary positions, and went as far as proposing a

strategic alliance between the monarchy and the working classes.
Menger’s reaction to the German Historical School was harsh. The dis-

pute between German and Austrian economists reached its climax in 1883

with the publication of Menger’s Untersuchungen über die Methode der

Sozialwissenschaften und der politischen Oekonomie insbesondere, which

officially opened the bitter Methodenstreit (struggle over method) and

brought the new-born Austrian School to the attention of the international

scientific community. There were two principal arguments with which the

Viennese economist defended himself from Schmoller’s attacks. The first was
that ‘pure science’ is always wertfrei, value-free. Economics, if it wishes to be

science, must keep itself free of value judgements: ‘The so-called ‘‘ethical

orientation’’ of political economy is thus a vague postulate devoid of any

deeper meaning in respect both to the theoretical and to the practical

problems of the latter, a confusion in thought’ (p. 237). Here Menger

anticipated by a few decades the famous argument of the neutrality of

economic science which was later to be ‘codified’ in the 1932 Essay by

Robbins.
The second argument is that economics can only scientifically deal with

the behaviour of individual agents, whether they are consumers or firms. It is

not possible to speak, in a scientific way, of economic aggregates. There

would be no space in economic science for macroeconomics and concepts

such as national interests or collective wealth. To move from the idea that

individual desires are the only criteria of good and bad to the argument that

social welfare is promoted and encouraged by policies aiming at maximizing

the total amount of pleasure would lead to serious logical and practical
difficulties. Menger, unlike Bentham, correctly perceived the technical dif-

ficulties of the reformist policies based on utilitarian principles: ‘the greatest

welfare for the greatest number’ is not compatible with methodological

individualism, that is, with the view that all propositions about the behaviour

of the collective agents must be reducible to propositions about the

behaviour of their individual components. In this sense, methodological

individualism is opposed to holism or methodological organicism (at that
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time championed by the Historical School), according to which the

properties of a system are not reducible to the properties of its elements. Not

only the members of the Historical School but also the classical economists

and Marx, according to this point of view, were supporters of methodological

holism: they believed that it is impossible to understand the operation of the
economic system on the grounds of a theory of the behaviour of the single

agents.

5.4.2. The centrality of the theory of marginal utility in Menger

To understand the terms of Menger’s theoretical battle on the other front,

i.e. the critique of classical economics, the intricacies of the theory of mar-

ginal utility must be explored. Menger never dealt with questions regarding

the nature and measurement of (cardinal) utility. For him the principle of

decreasing marginal utility was simply a fact of evidence. His main theor-

etical problem was: under which conditions can the principle of marginal

utility be considered as the foundation of the whole of economics? The
answer for Menger must be: under the condition that this principle can be

extended from the limited field of exchange to the more complex problems of

production and distribution. In other words, it is not enough to explain how

it is possible, beginning from a given quantity of consumer goods, distributed

among individuals in a known way, that a set of exchanges is established

which maximizes the utility of the subjects and determines the equilibrium

prices. In order that the principle of marginal utility can form the basis of a

general theory, it is necessary to extend its application to the phenomena of
production and distribution. And this is where the difficulties arise.

In fact, while demand can be directly linked to its subjective determinant,

which is utility, supply poses special problems. Supply is regulated by the

costs that must be sustained to produce the various goods; but it seems that

costs cannot be reduced to utility. The only way to preserve the symmetry

between supply and demand would be to link costs to a certain homogeneous

entity which is comparable to utility. Menger’s specific contribution to

economics is on this problem, and this is what distinguished him both from
Jevons and from Walras.

With his theories of imputation and opportunity cost, Menger resolved

costs into utility. His starting point was a classification of goods according

to their distance from final consumption: the ‘higher-order goods’, or the

‘factors of production’, derive their utility from the goods of the ‘first order’

(consumer goods) they contribute to produce. This indirect utility can be

imputed to each productive factor by taking into account the marginal

contribution it makes to the production process. In this way the actual cost
sustained to produce a certain good becomes an opportunity cost, namely, the

cost represented by the sacrifice of utility of those other goods that could

have been obtained from the resources actually used to produce the good in
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question. The production costs are evaluated no longer in absolute but in

relative terms, i.e. in terms of sacrificed alternatives.

In conclusion, the principle of marginal utility was extended by Menger to

cover the cost phenomenon and therefore the conditions of supply; so,

supply and demand appear to be two aspects of the same problem and can
both be explained in terms of utility. But this is not all. Since what is a cost

for the firm is an income for the owners of the productive factors, the

same principle is capable of explaining both the cost phenomena and the

formation and distribution of income. Wages, profits, and rents depend,

ultimately, on the demand and the prices of the consumer goods and are

therefore determined by utility. In this way the distribution of income ceases

to be a separate chapter in economic theory, as it was in the classical

approach, and just becomes a section, a part devoid of autonomy, of the
chapter dealing with the theory of prices.

While the other versions of marginalism needed about two decades to

establish that the theory of value based on marginal utility leads directly to

the marginal-productivity theory of distribution, Menger reached this con-

clusion immediately. In particular, we owe to him the first expression of a

proposition which was later to assume a central role in the debate on the

neoclassical theory of distribution: if each factor receives the value of its

productive contribution, the value of the total production will be perfectly
‘exhausted’ in the remuneration of the factors, and there will be no surplus

that somebody can appropriate without having produced it. This was to be

known later as the ‘theorem of product exhaustion’. We will discuss it in the

next chapter.

One final observation may be useful in understanding the basic difference

between the neoclassical and classical theoretical system. Smith considered

market exchange as a direct consequence of man’s natural propensity to

‘exchange one thing for another’, and therefore an expression of freedom.
Menger, on the other hand, held that exchanges pertain to the order of

means. Since economic transactions are costly, individuals will enter into

exchange relationships only after they have made calculations and found

that the advantages outweigh the disadvantages.
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—— Études d’économie politique appliquée, 1898.
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6

The Construction of Neoclassical
Orthodoxy

6.1. The Belle Époque

With the end of the immediate effects of the agrarian crisis and the ‘Great

Depression’ which had hit Europe between the end of the 1870s and the first

half of the 1890s, Europe, the United States, and Japan launched themselves

into a new wave of economic growth which sustained its rhythm until the
First World War, and was particularly notable for the number of techno-

logical innovations it produced. Some scholars speak of a second industrial

revolution, a revolution carried over the thousands of kilometres of telephone

wires and electricity poles, on the wheels of millions of bicycle, motorcycles,

and cars, and on the wings of the first aeroplanes, and which produced the

mysterious concoctions of synthetic chemistry from carbon derivatives. The

towns were bright with lights, and smooth roads were opened for the new

means of transport. The mobility of the population inside and outside
national borders increased enormously, almost as much as the mobility of

capital, which, from the main financial centres of London, Berlin, and Paris,

radiated to the most varied destinations.

Countries which up to that time had remained at the margins of industrial

growth—Sweden, Holland, Italy, Spain, Russia, Hungary, and Japan—leapt

forward, while the European drive towards colonial expansion became

more urgent, almost obsessive, even though it was not always economically

profitable.
Although the trade union movements, by this time well organized in many

countries, were quite militant, sociopolitical institutions had become suffi-

ciently flexible, and economic growth sufficiently self-sustaining, to allow

many concessions to the workers, especially in regard to wages and working

conditions, without provoking dramatic breaks in the expansive trend. This

was also a period, therefore, of improvement in the standard of living of the

lower classes, of urbanization, and of changes in consumption patterns.

The simultaneous industrial growth in many economic areas necessitated
some form of co-ordination of international trade and finance. This require-

ment was met by the Gold Standard, a monetary system that had evolved

over the preceding centuries and that reached its high point in this period.

With the Gold Standard, the national currencies were freely convertible

into gold and the exchange rates tended to oscillate within a very thin band



around the levels determined by the gold parities. This discouraged short-

term capital movements, which are usually destabilizing, and encouraged,

on the other hand, long-run foreign investments; at the same time it gave

international trade the guarantee of safe and certain payments. It was not

easy for individual countries to remain linked to the system, which required
high levels of prosperity and sound monetary practices, but the periods

during which this or that country left the system were brief. The Gold

Standard was not such an automatic system as some literature has depicted

it; but Great Britain had the financial resources and sufficient authority to

put into practice the necessary adjustment mechanisms at the opportune

moments.

Technological innovations, financial stability, and relative social peace

produced an impressive cycle of capitalist growth that was only surpassed,
in intensity, duration, and number of countries involved, by the expansion

from 1950 to 1973. The large factory, the new machine age, and the aspirin

won over the popular imagination. Colossal international exhibitions held

in the main industrial cities of the world enjoyed enormous public success,

and also influenced literature, art, architecture, and music. The belle époque

was a period of optimism and great economic transformation, even though it

was marked, on the political side, by old and renewed national antagonisms;

a situation that the new, potent military weapons made available by modern
industry were to fuel until it exploded in an armed conflict of unprecedented

proportions. That conflict closed the belle époque.

The marginalist scholars working between the end of the nineteenth

century and the early 1920s conquered the academic circles of almost all

Western countries, and contributed to the creation of a new, dominant

theoretical system. In Great Britain, Alfred Marshall, the most important

figure of the period, established an authentic school of thought; but Francis

Ysidro Edgeworth, Philip Henry Wicksteed, and Arthur Cecil Pigou also
made first-rate contributions. In Austria, the rapid diffusion of the

‘Austrian’ approach was the work of Menger’s enthusiastic followers, Eugen

von Böhm-Bawerk and Friedrich von Wieser. In Italy, Maffeo Pantaleoni,

Enrico Barone, and, above all, Vilfredo Pareto developed and popularized

Walras’s teachings. In Sweden, Knut Wicksell and Gustav Cassel tried

to blend the Austrian approach with Walrasian theory, giving rise to an

original Swedish School. Finally, the two most important figures in the

United States were Irving Fisher and John Bates Clark, to whom we owe
the diffusion of the neoclassical theoretical system within the American

academic and cultural circles of the time.

The existence of various currents of thought and diverse national

schools, often in bitter conflict among themselves, should not be under-

valued. However, this should not prevent us from identifying a common

denominator, a substantial unity of thought which, originating from the

marginalist revolution, tended to emerge gradually and converge towards
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the construction of a unique theoretical system. As early as the beginning of

the twentieth century, pure economic theory was able to present itself as a

compact doctrinal corpus; the turning-point in the early 1870s had finally

produced a new theoretical system which would soon dominate the scene.

6.2. Marshall and the English Neoclassical Economists

6.2.1. Alfred Marshall

By a thoroughly personal route, Marshall managed to offer the neoclassical
paradigm an alternative theoretical outlet to that proposed by Jevons and,

above all, a wider cultural perspective. The method of partial-equilibrium

analysis was his great invention and personal contribution to economics.

Unlike Walras, and the whole Continental tradition in general, Marshall

tended to favour realism and the explanatory power of the theory, rather

than the logical coherence and formal elegance of its results. It is for this

reason that he overlooked the interrelations among markets, in order to

concentrate on the equilibrium conditions of a single productive sector. His
favourite analytical instruments were the concepts of ‘industry’ and ‘rep-

resentative firm’. An industry is a group of firms producing the same good;

a representative firm is an ‘average’ firm endowed with the most important

characteristics of the industry.

Of course, Marshall was aware of the numerous relationships of inter-

dependence that link markets to each other. Walras, on the other hand, had

recognized the practical usefulness of the partial-analysis method. The fact is

that the two great economists were focusing on different audiences: Marshall
on the intelligent common man and, especially, on the businessman (this is

why the formal mathematical aspects of his work are relegated to the appen-

dices); Walras on colleagues and scholars in general (the notable mathem-

atical apparatus of the Elements is accessible only to a few). It is important to

point out that Marshall applied the partial-analysis method to goods mar-

kets but not to productive-factor markets. For the latter, he too, like Walras,

formulated a ‘general-equilibrium’ model in which the relations between the

products and the factors of production play an essential role.
Marshall is the classic example of the right economist in the right place at

the right time. Victorian England was sailing at full speed through the final

years of the nineteenth century. And, with economic growth, a great optimism

spread about the destiny of the industrial society. Real average wages

increased constantly and technical progress gradually reduced the length of

the working week.

A typical Cambridge intellectual, Marshall studied theology, mathemat-

ics, and physics before finally coming to economics. He arrived just about the
time when English academic circles were beginning to be influenced by the
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theories of Darwin and Spencer. Marshall studied Darwin’s theory of

evolution, Christian moral philosophy, and Bentham’s utilitarianism, and

managed to blend these three great streams of thought into an original

synthesis. The result was a philosophy of evolutionary progress which

implied that the whole society would tend to improve in material terms, and
not only the strong and courageous few, as the social Darwinists had argued.

In regard to his mathematical background, Marshall certainly benefited

from being taught by the great physicist Maxwell and the mathematician

Clifford. It was these influences that impelled him to introduce into eco-

nomics the modern diagrammatical methods of setting out theory.

Marshall’s main contribution to economics is the Principles of Economics.

The book was published in 1890, but the first draft goes back to the early

1870s, the period when the marginalist revolution was beginning. It was an
enormous success and gradually, especially in England, displaced Mill’s

Principles as the basic textbook in the main universities; a great deal of the

methodology used in that book continues to dominate microeconomics

textbooks today. In particular, the famous ‘Marshallian cross’ has preserved

its mystique. With it, the great economist tried to combine the theory of

production of the classical authors with the neoclassical theory of demand

which he himself had formulated.

It is important here to point out that neither Jevons nor Walras had
managed directly to connect the theory of utility to the theory of demand.

Instead, Marshall, with the hypothesis of a constant marginal utility of

money, related the marginal-utility schedule of one good to the consumer’s

demand schedule, and in so doing formulated the theory of the ‘consumer

surplus or rent’.

The theory offered a way of measuring the return, in terms of utility, that

the consumer draws from exchange activity. The idea is to compare the

marginal demand price that the subject is prepared to pay for a given
quantity of good with its market price. D(q) is the demand curve, p is the

current market price, and q the quantity demanded. At price p0 the consumer

buys q0 by spending a sum of money equal to the area Op0Cq0. However, he

would be prepared to pay p2 to obtain the quantity q2, p1 to obtain the

quantity q1, and so on. This means that his actual outlay is lower than what

he would be prepared to pay to obtain the desired quantity. Geometrically,

this difference, which measures the consumer’s surplus, is shown by the area

of the triangle D0 p0C in Fig. 6.
The most important scientific approach of the period in which Marshall

was educated was that of Newtonian physics, an approach whose logical

coherence and theoretical strength nobody doubted. The task Marshall set

himself was to make economic science conform to the dominant scientific

method, highlighting the robustness of its foundations, the continuity of its

growth, and the universality of its principles. This helps us to understand

why he was opposed to the controversies about fundamental questions: he
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believed that these could weaken the scientific status of the discipline. It was

for this reason that Marshall did not accept Jevons’s attack on Ricardo,
going so far as to argue that it was only because of an inappropriate use of

language that Ricardo could have given the impression of not considering

demand as a determinant of value. At the same time, Marshall maintained

that the theory of supply and demand was not the scientific basis of eco-

nomics. The central problem of economics, according to him, is not the

allocation of given resources, but rather how the resources become what they

are. The ‘science of activities’, as he called it, should have been a necessary

supplement to the ‘science of wants’, but—as he stated in the Principles—if
one of the two ‘may claim to be the interpreter of the history of man . . . it is
the science of activities and not that of wants’ (p. 90). Furthermore, the

positive functions of competition were not defined by Marshall in terms of

efficient allocation of resources, but rather in terms of the stimulus com-

petition gives to the discovery of improved methods of production.

6.2.2. Competition and equilibrium in Marshall

The invention of the theory of perfectly competitive equilibrium has been

traditionally attributed to Cournot. Cournot developed a notion of partial

equilibrium by studying a market isolated from the rest of the economy. He

distinguished between two kinds of equilibrium: single-producer markets
and many-producer markets—in other words, a monopoly equilibrium and a

competitive equilibrium. The competitive equilibrium was seen as a limiting

situation, namely as the state of the market that would be realized if none of
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the economic agents had monopolistic power. As we saw in Chapter 5, this

way of conceptualizing the competitive equilibrium was rejected by Walras.

The Walrasian system assumes that the agents formulate their own plans and

implement their own choices by taking prices as given. Marshall’s conception

of competition and equilibrium is completely different from that of Walras,
and rather nearer to that of Cournot.

First of all, Marshall clearly distinguished between market behaviour and

normal behaviour. The former concerns the quantity of goods actually

bought and sold at a given moment and at a given price. The latter, instead,

reflects what the single agent decides to buy or sell ‘normally’ over a certain

time-span. The normal decisions depend on the ‘normal’ level of prices the

agent expects to prevail during the period considered. Knowing, from

experience, that the market price is usually different from the normal price,
the agent will base his own daily decisions (if the day is the unit of time under

consideration) on the current market price. However, his final aim is to

realize, within the time span considered, his own normal decisions.

The gap between market price and normal price will induce the agent to

anticipate or delay the buying or selling of a certain good, but will not change

his own ideas of what normal behaviour is, the latter constituting a sort of

fixed reference point. Marshall considered normal prices to be subjective

evaluations of the prices that are expected to prevail on the market at a
particular time in the future; it is on the basis of these expected prices that the

single entrepreneur decides on the size and type of plant to adopt. Marshall

was very reticent about the mechanism of formation and revision of normal

prices, but denied that these could be obtained in a direct way from observed

market prices, as their average or by extrapolating from their past trend.

If there is a causal link between market and normal prices, it seems to run

from normal to market prices and not vice versa.

Second, there is a marked difference between Walras and Marshall in
regard to their definitions of competition. In the Walrasian conceptualiza-

tion, the agent in perfect competition is a price-taker: he considers the prices

as given and not capable of being directly influenced by his own behaviour.

Marshall, on the other hand, believed that a perfectly competitive market is

one in which a large number of agents operate; each has objectives which

conflict with those of the others, and will try to pursue them without entering

into coalitions or blocs and without using special bargaining powers. Mar-

shall’s ‘perfect competition’ does not presuppose that each agent takes the
price of goods as given, nor that the firms are identical (even though they

must be ‘similar’). The small differences among firms play, in Marshall’s

system, the same role as that of the genetic variations in Darwinian theory.

Marshall distinguished between demand price, pd, i.e. the maximum price

at which the demand reaches a pre-determined level, and supply price, ps,

i.e. the minimum price that induces the sellers to offer a quantity equal to

that predetermined. Given a certain level of demand, the market is in
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disequilibrium if the demand price differs from the supply price. A dis-

equilibrium situation tends to trigger the following reactions. If pd> ps, the

sellers will react by increasing the volume of supply either by an increase in

the production levels or by a reduction in the levels of inventories; vice versa,

in the case in which pd< ps. In this way the existence of a disequilibrium
produces first a variation in the quantities and only later, and as a con-

sequence of these changes, a variation of prices. In general, Marshall’s sellers

prefer to increase their own profits by acting on quantities rather than on

prices, for the obvious reason that price manoeuvres may be difficult in

situations close to perfect competition.

The method that Marshall adopted led him inevitably to an analysis of the

conditions of supply: in the movement towards equilibrium he admitted

variations in quantities, not only of the products but also of the factors, if
these are reproducible. This is a point of contact with Ricardian economics,

but it is only a partial contact. Marshall did not accept the producibility

point of view to the point of accepting the Ricardian theory of value.

He adopted a theory based on real costs, but these were reduced to labour

and ‘waiting’, as in the work of Senior and Mill. It is not by chance

that Schumpeter considered Marshall’s theory of real costs as ‘the olive

branch presented to his classical predecessors’ (History of Economic Analysis,

p. 1057).

6.2.3. Marshall’s social philosophy

In The Present Position of Economics, his inaugural lecture for the 1885–6

academic year, Marshall put forward the view that the main duty of eco-

nomics is the calculation of benefits of social and industrial change, bearing

in mind the fact that the same amount of money measures a greater pleasure

for the poor than for the rich. This is the same as saying that overall welfare

increases if the the distribution of the ‘social dividend’ is adjusted in favour

of the poor, up to the point of levelling marginal utilities for all subjects. The

defence of redistributive economic policies proceeds, according to Marshall,
from the utilitarian principle that the ultimate goal of economic activity is

the maximization of collective welfare.

As a good student of Mill, Marshall was the initiator, within the neo-

classical stream of thought, of that tendency which tried to reconcile a

moderate laissez-faire with a reformist programme; and, just like Mill, he

rejected the argument, put forward by the most determined free-traders of

the period, that the only way to improve the conditions of the poor was to

stimulate the egoism of the rich. His compromise position induced him to
introduce into his system of thought principles and norms which were in

clear contradiction with the dominant Spencerian ideology, and which

brought him more than a little criticism. In Marshall, unlike Walras, there is
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an inextricable interweaving among the economic, social, and cultural

spheres of human activity, and a strong link between material and moral

facts—a link that had important consequences for his way of conceiving, for

example, State intervention in the economy.

Marshall was concerned to consider the main bearings in economics of the
law of the struggle for existence, according to which ‘those organisms tend to

survive which are best fitted to utilize the environment’ (p. 242). In par-

ticular, he was concerned to defeat the argument, put forward by the Social

Darwinists of the period, that the State should not intervene in any way to

modify the process of natural selection. From Social Darwinism however, he

borrowed the evolutionist conception of history, a conception well sum-

marized in the quotation appearing on the first page of the Principles:

‘Natura non facit saltus.’ Human progress is slow, and moves forward in
small steps. Attempts to change society quickly are doomed to failure and, if

pursued, only produce misery. Marshall admitted that over the course of the

slow evolution of the social institutions a particular structure could emerge

which would lend itself to the exploitation of one social group by another.

However, the survival of such a structure through time would prove that its

merits outweighed its defects.

This argument would apply especially to modern capitalism. Notwith-

standing all its social costs and injustices, capitalism ensures productive and
allocative efficiency and contributes to the elevation and progress of man-

kind. Marshall thought that human nature, as it had developed over cen-

turies of war and violence, and of ‘sordid and gross pleasures’, could not be

changed in the course of a single generation. In fact, when Marshall spoke of

‘sordid and gross pleasures’ he had already abandoned the pure utilitarian

premisses. As we have seen with Mill, a social philosophy that discriminates

between healthy and sordid pleasures is basically incompatible with utilit-

arian philosophy.
Marshall believed that the social and political dimensions of human action

should always be taken into account by economics. The implications of this

view for economic policy are notable. The State has the right and the duty to

intervene in the economic sphere to regulate the market mechanism and to

correct its distortions. His proposals for the introduction of corrective

mechanisms such as co-operative movements, profit-sharing, arbitration on

wages, and similar mechanisms into the English political-economic system

seemed very modern to his contemporaries.

6.2.4. Pigou and welfare economics

The principal aim of economics in Marshall’s Cambridge was understood in
terms of welfare economics. The study of economic welfare must include,

according to Marshall, the study of situations in which the market mech-

anism ceases to produce the beneficial effects expected from it, i.e. the study
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of ‘market failures’. This was the main interest of Arthur Pigou, Marshall’s

successor as professor of economics at the University of Cambridge. In the

Economics of Welfare (1920), Pigou stated that the object of welfare eco-

nomics is represented by the circumstances most conducive to the increase of

economic welfare of the world or of a specific country. The hope was to
discover which type of intervention, by the government or by private bodies,

would most favour such circumstances. However, Pigou made an important

change in emphasis: the analysis of the operation of the competitive process

and the historical perspective, which were such important elements in

Marshall’s system, gave way to formal analysis.

Pigou’s most relevant contribution concerned his famous distinction

between private and social costs. The main reason for the difference between

the two categories was identified in the absence of constant returns. Pigou
observed that, while industries with decreasing returns tend to become larger

than is socially desirable, the industries enjoying increasing returns tend to

remain too small. This led him to the conclusion that government inter-

vention in the form of taxes and subsidies is necessary.

Marshall himself intervened to criticize the conclusions reached by his

student in 1912. He pointed out that the apparent inefficiency of industries

with decreasing returns was due to the fact that Pigou was using static

analysis to deal with dynamic questions. In fact, Marshall defined the law of
increasing returns in terms of the improvements in the organization which

usually accompany an increase in demand. And this is the meaning of the

famous proposition according to which the part played by nature in pro-

duction shows a tendency towards decreasing returns, whilst the part played

by man shows a tendency to increasing returns; which is tantamount to

saying that man continually fights to find new ways to loosen or overcome

the bonds of nature. In theoretical terms, this implies a clear distinction

between a static analysis, in which costs increase as a direct function of
output, and a dynamic analysis, in which costs change through time owing to

talent and human effort. This is exactly the road that led Marshall to admit

the irreversibility of the long-run supply curve: it is not likely that economies

of scale, once attained by means of general economic progress, will dis-

appear, even if the output of the sector decreases. This implies the imposs-

ibility of moving backwards and forwards along the same supply curve, and

explains his suggestion that the curve should be redrawn each time ‘great

additional economies are introduced’. On the other hand it is important to
point out that, with irreversible supply curves, the usual textbook description

of the long-run equilibrium of a sector no longer makes sense. Marshall must

have been aware of this, as in the fourth edition of the Principles he wrote:

‘The Static Theory of equilibrium is only an introduction to economic

studies; and it is barely even an introduction to the study of the progress and

development of industries which show a tendency of increasing return’

(p. 461). This insistence on growth and competition as the agents of progress
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is an important part of Marshall’s thought—a part which was not, however,

perceived by his follower, obsessed as he was with the need to confer formal

rigour on his master’s work.

So Pigou, in his attempt to give an authorized interpretation of Marshall,

ended up by translating his long-run analysis into the language of static
competition, and this was later to pass into microeconomic textbooks. In the

course of this translation, Pigou redefined the Marshallian representative

firm as one in search of an equilibriumposition, and identified theMarshallian

equilibrium as the perfect competitive equilibrium. Moreover, the long-run

equilibrium position of the firm was made to coincide with the minimum

point of the famous U-shaped long-run average-cost curve, with which the

whole problem of increasing returns was reduced to a mere question of

external economies. By placing the concept of the equilibrium of the firm at
the centre of his analysis, Pigou was finally led to define an industry as a

collection of firms in static equilibrium. It was in this way that the most

interesting parts of Marshall’s work, those concerned with dynamics, were

left aside. All this was the work, not of an enemy, but rather of a ‘loyal but

faithless Marshallian’, in the brilliant words of Robertson.

6.2.5. Wicksteed and ‘the exhaustion of the product’

Wicksteed’s name is irrevocably linked, not so much to his most ambitious

work, An Essay on the Co-ordination of the Laws of Distribution (1894). This

work contains the first explicit definition of the production function. There is

also the first explicit formulation of the problem of the exhaustion of the
product. We have already noted that we owe to Menger the idea of

explaining all the distributive shares in terms of marginal productivity, but

we recalled that Menger’s theoretical system, at that time, fell on deaf ears in

England. While it is true that there are traces of the problem in the first

edition of Marshall’s Principles, Wicksteed was the first scholar to treat the

matter systematically. The same subject was tackled a few years later by

Clark, Barone, and others, whom we will discuss later.

Unlike the Ricardian approach, which adopts diverse theories to explain
the different distributive shares, marginalist thought uses a single law, that of

decreasing marginal productivity. All the factors are considered in the same

way: they all receive a share of the national income which is proportional to

their respective marginal productivities. The quantity produced is deter-

mined by the sum of the resources employed, and depends on technological

causes, while the remunerations of the factors are determined by the forces of

supply and demand and depend on the structure of the markets. Produced

income and distributed income are therefore independent magnitudes and
determined according to different rules, so that there is no reason to expect

them to be always equal. On the other hand, a situation in which the sum of

the distributive shares is higher or lower than unity would be unacceptable
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from a logical point of view. In the first case, in fact, after having paid for

each resource according to its own marginal productivity, there would be a

residue without an owner; in the second case, it would seem that the

resources employed do not produce enough to receive a remuneration pro-

portional to their own marginal productivity. In both cases, the logical
coherence of the theory is irremediably compromised, unless one is prepared

to re-introduce a non-marginalist concept to explain some type of remu-

neration. This is why it is necessary to prove that the product is ‘exhausted’

in the factor shares.

Assume for simplicity that there are only two factors of production,

labour and capital. By indicating with w and r the unit prices at which their

services are paid and with L and K the quantities employed, the problem is to

prove that: pY¼wLþ rK, where Y denotes the volume of output and p its
price, w the wage rate and r the rate of interest. The quantity produced, Y, is

determined by the amount of the employed resources according to the

production function Y¼ f(K, L); the factor remunerations are determined

according to the rule which states that w ¼ pY 0
L and r ¼ pY 0

K , where pY 0
L

is the value of marginal productivity of labour and pY 0
K is the value of

marginal productivity of capital.

The problem can be solved if it is possible to express Y in the following

way: Y ¼ Y 0
LLþ Y 0

KK . In this case, in fact, multiplying both sides of the
equation by p we obtain: pY ¼ pY 0

LLþ Y 0
KK. Now, a sufficient and neces-

sary condition for Y ¼ Y 0
LLþ Y 0

KK is that the production function is

homogeneous of first degree, i.e. that it exhibits constant returns of scale.

Under these conditions it is possible to apply the famous Euler theorem.

But it is obvious that this solution, made to save the formal rigour of the

theory, excessively restricts its field of application. However, Wicksteed

did not share this point of view; on the contrary, he was so convinced of

the plausibility of the hypothesis of constant returns of scale that he did not
even attempt to justify it. And it was precisely against the empirical

relevance of Wicksteed’s conclusion that Pareto was to launch his 1897

attack: the theory is not universally valid, both because there are cases of

productive processes with decreasing or increasing returns of scale and

because the processes are often characterized by fixed proportions in the

employment of factors, so that it is impossible to define their marginal

productivities. Note that this kind of criticism does not undermine the logical

structure of the theory but only its empirical relevance. In any case, apart
from problems of realism, Wicksteed’s solution cannot be considered

adequate, as it is incomplete. It assumes a fact that is not proved: that the

market laws allow for the factors to be paid according to their marginal

productivities, i.e. that w¼ pY 0
L and r¼ pY 0

K. What kind of market structure

would guarantee this result? We had to wait first for Wicksell and then for

Robinson for a decisive step forward towards a complete solution of

the problem.
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An important aspect of Wicksteed’s thought has recently come back into

vogue: his thesis that economic theory need not accept the assumption of

self-interested behaviour on the part of the agent, as Jevons, Walras,

Edgeworth, and others had believed. In his opinion, the ‘specific character-

istic of any economic relation is not its underlying egoism, but its non-tuism’.
(The Common Sense, p. 180). With this latter expression, Wicksteed meant

that in an economic relation, A’s lack of interest in the aims of B and vice

versa, does not imply that A acts solely out of self-interest. In fact, ‘the

economic relation does not exclude from my mind everyone else but me; it

potentially includes everyone else but you’ (p. 174). Thus, ‘it is only when my

conduct is guided by tuism that it ceases to be fully economic. It is therefore

senseless to consider egoism as the characteristic trait of economic life’

(p. 179). He concluded that ‘the proposal to exclude benevolent or altruistic
motives from the study of economics is . . . utterly irrational’ (p. 180). In

other words, the economic sphere is defined by the impersonality of relations

rather than by the self-interest of economic agents—a conclusion which

today is more than ever at the centre of the debate on the anthropological

foundations of economic discourse.

6.2.6. Edgeworth and bargaining negotiation

Edgeworth was a remarkable figure in the theoretical scene of those

years. Thanks to his exceptional analytical ability and his mathematical

background, much more solid than the standard of the period, he was

undoubtedly one of the ‘founding fathers’ of econometrics in its original
meaning of ‘systematic application of mathematics to economics’. In this he

played a prophetic role, anticipating what has become the undisputed

research line to follow in recent years.

His main work,Mathematical Psychics (1881), is a short book in which he

tackles, in incredible depth, some of the burning questions in economics. To

understand its meaning it is necessary to recall Edgeworth’s great admiration

for classical mechanics, from which economics should ‘learn’ the style of

argument and logical reasoning so as to obtain results of the same exactness
and elegance. Such admiration was perhaps, at least in part, due to the

intellectual exchanges Edgeworth probably had with the great Irish physicist,

William Hamilton, a friend of his father. In the years in which Edgeworth

was educated, Hamilton had already been working for some time on an

elegant and unitary ordering of mechanics which still carries his name today.

Edgeworth’s arguments are difficult, as they make extensive use of tech-

niques, such as the calculus of variations, that are still today not widely

applied. Moreover, his literary style, which is rich and full of quotations but
also often obscure, coupled with his natural humility and shyness, explain

why, despite the consideration he enjoyed during his life, the full value of his

work were only understood several decades after his death.
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Edgeworth made a passionate plea for mathematical economics; a plea

based on the observation that economics, unlike mechanics, generally works,

not with exact functional forms, but with indefinite forms of which only a

few properties are specified. In other words, he considered mathematical

economics as essentially a qualitative discipline.
Edgeworth is probably remembered today with more admiration for the

second part of his book. In it, after having defined the economic agents as

being driven only by self-interest, he exposed the famous theory of bargaining

negotiation, in which the process of exchange is seen as a series of negotia-

tions and renegotiations which only stops at the moment when the indi-

viduals are no longer motivated to revise the agreements already made.

Unlike the Walrasian tâtonnement, in which it is the auctioneer, an almost

metaphysical being, who co-ordinates the choices of the individuals, in
Edgeworth’s bargaining process it is the individuals themselves who, by trying

very hard to reach an optimum, end by bringing the system to equilibrium.

It is easy to see that this analysis is enormously more complicated than that

of Walras. In particular, the problem of the uniqueness of the equilibrium

becomes very delicate. Edgeworth showed that in an exchange economy with

two individuals, given the initial endowments, there may be a continuum, the

famous ‘contract curve’, of attainable Pareto-optimal points. He also noted

that this curve shrinks with the increase in the number of economic agents,
but that nothing definite can be concluded about its asymptotic behaviour

when the number of agents changes. His contemporaries did not realize the

importance of Edgeworth’s bargaining theory, which was too far ahead of its

times. Only later, with the work of Shubik, Scarf, Debreu, and Aumann, has

Edgeworth’s bargaining theory flourished, giving life to ‘core’ theory. With

this development it has been possible to determine the asymptotic structure

of the set of equilibria (the multiplicity can persist asymptotically) and to

prove that bargaining can generate equilibria which cannot be obtained by
means of Walras’s tâtonnement. Besides this, the two sets of equilibria tend

generally to coincide asymptotically only under certain regularity conditions.

Walras himself was convinced of the possibility of situations in which the

competitive equilibrium is not unique; but Edgeworth’s bargaining theory

turned out to be more suitable for tackling the problem of the disequilib-

rium. In Edgeworth’s world, where single individuals make the adjustments,

the system can never reach equilibrium, even in not too unusual cases, or can

jump sharply from one equilibrium to another, even with small disturbances.
Furthermore, the bargaining theory also shows that the adjustment mech-

anism can drastically modify the set of possible outcomes of the market

process, an idea which only today has been fully understood, mostly thanks

to the analytical apparatus of game theory.

The third and final part of Edgeworth’s book deals with the classic

problem of the behaviour of economic agents. Going back to Bentham,

Edgeworth assumed that behaviour is aimed at the maximization of
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individual satisfaction and that it can be described as a procedure of con-

strained maximization of a utility function, for which he proposed some

possible specifications. In his work he derived direct inspiration from the

work of physio-psychologists such as Fechner and Helmholtz. However, the

problem in which he was most interested was this: how to infer the best social
distribution of resources from the individual preferences, once these have

been specified. He also assumed, not only that utility can be cardinally

measured, but also that it is not necessary, in order to do this, to resort to a

measurement scale with an arbitrary origin, such as the one used for tem-

perature. He was coherent with his premisses and concluded that, in order to

maximize collective welfare, it was precisely those individuals who had the

greatest ability to ‘experience satisfaction’ who should receive the greatest

quantity of resources. And some limiting cases could even occur in which one
individual should receive all the available resources. It is only a short step

from here to the conclusion that the individuals who are at the top of the

scale of evolution should be privileged, even if Edgeworth observed that,

generally, the analysis of this problem cannot lead to a well-defined and fully

satisfactory answer from a logical point of view.

Still today the ingenuous utilitarianism of that reasoning is not considered

too implausible, and modern welfare theory is still firmly based on utilitarian

foundations of this type, just a little more sophisticated. However, the shades
of eugenics in Edgeworth’s analysis do have a sinister sound, and certainly

represent the most dated parts of his work. On the other hand, it could be said

that Edgeworth, rather than trying to prove the scientific nature of some of his

ideological prejudices, wished to demonstrate that even the most complex

social phenomena canbedescribed in an ‘exact’way in termsof certain pseudo-

physical laws. Two interesting curiosities arise here. The famous ‘Edgeworth’s

box’ was not invented by the English economist at all. It was sketched for the

first time in Pareto’s Manuale of 1905. On the other hand, it was Edgeworth
who put forward the notion which was later to be known as ‘Pareto-

optimality’. He did it for the first time in hisMathematical Psychics (1881).

6.3. Neoclassical Theory in America

6.3.1. Clark and the marginal-productivity theory

It was Clark and Fisher who brought the new theoretical system to America,

while Frank Taussig was active in spreading the message. Neoclassical

predominance had certainly not been attained by 1885, the year in which

the American Economic Association was founded at Saratoga (NY) by a

group of young economists who did not completely agree with the classical

tradition. The bible of the old school was still Mill’s Principles. In America,

political economy was ‘Mill’ as geometry was ‘Euclid’. Yet neither the
Ricardian theory of rent nor Malthus’s population principle seemed
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particularly suited to interpret the American situation, and this was another

reason for the abandonment of classical economics by American economists.

Clark was undoubtedly the most influential and esteemed economist of the

period. Even in his own life he was considered the principal apostle of

marginalism. As a student of Knies in Heidelberg, he had been strongly
influenced by the German Historical School. Both the method and spirit of

that school was evident in his first work, The Philosophy of Wealth (1886),

which included a forceful yet respectful attack on the premisses of classical

theory. The Ricardian system was described as ‘the apotheosis of egoism’.

Clark advanced the counter-proposal of State intervention to reduce the

economic power of the industrialists, to enforce distributive justice, to

replace competition and conflict by co-operation, and, in general, to bring

the economic process under the control of moral principles.
During the next twenty years, Clark was absorbed by the intellectual

challenge created by the problem of the functional distribution of income.

A series of papers paved the way for his major work, The Distribution of

Wealth (1899). In this period, Clark completely changed his orientation by

embracing the neoclassical theoretical system; and the conversion was

radical, as are all adult conversions. Now, the competition between egoistic

individuals was seen as the vehicle of social co-operation and justice. Public

interest would be served by competition, as the valuations that the market
makes of goods and factors, being derived from the individual marginal

utilities, would be the correct valuations for society as a whole. Finally,

government intervention was invoked, not to replace competition, but to

impose it with antitrust legislation.

Underlying the marginal-productivity theory of distribution is a very

simple rule: each production factor must receive a share of the national

income proportional to the contribution it gives to production. Assuming

that the distribution is based on the same principle for all categories of
income and all individuals, it follows that all incomes can be reduced,

directly or indirectly, to labour incomes. Even profit would be the com-

pensation of a particular working ability, that of the entrepreneur, who

co-ordinates production and bears the risk. Even the pure incomes from

capital can be indirectly linked to labour incomes: they represent the

remuneration of loaned capital, which in turn comes from accumulated

savings and therefore from incomes produced, in a previous stage, by means

of labour. The differences between the various forms of income, if any, are
only formal; in any case, no fundamental difference depends on the fact

that individuals are divided into social classes. The one exception to this

rule is land rent, which is considered to be a spurious form of income, as it

originates only from the scarcity of land.

After removing every sociopolitical connotation from the distributive

problem, so as to be able to demonstrate that each subject receives a share of

the national income proportional to his production contribution, it is
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necessary to postulate that the marginal productivity of a factor represents

the correct measure of that contribution.

The first consequence of this theory is that the primary classical rela-

tionship between wages and subsistence consumption no longer applies. In

fact, there is no reason to believe that, in general, the marginal productivity
of labour must equal the subsistence wage.

Second, the application of a general rule such as that of marginal pro-

ductivity seems to satisfy two fundamental principles: the principle of effi-

ciency, since the possibility is excluded that unproductive resources can be

part of the distribution of income and can continue to be produced; and the

principle of equity, since it seems ethically legitimate that each agent receives

an income in relation to what he has contributed to produce. In other words,

the distribution of income is governed by a ‘natural law’ which attributes to
every agent the amount of wealth he has contributed to produce. The notion

of exploitation loses all meaning in this context.

The third important consequence is that the study of the functional dis-

tribution of income turns out to be the same as the study of the structure of

factor markets, since it is in these markets that the prices of the factors and

the quantities exchanged are determined. From the marginalist point of view,

therefore, the problem of distribution becomes that of formulating a theory

of supply and demand of factors; a theory which is symmetrical to that of
the supply and demand of goods, and which allows the demonstration

of the following proposition: the operation of the factor markets ensures

that the voluntary exchanges among rational and virtually equal individuals

lead to an efficient and mutually beneficial distributive setting.

The Distribution of Wealth was inspired by an ambitious project: to

integrate into a single theoretical system consumption and production,

capital and labour, interest, wages, and rent, marginal productivity and

marginal utility. However, Clark limited his ambitions to the stationary-state
case, leaving the work on dynamics to others. Clark’s aggregate model was

taken up again in the 1950s by Swan and Solow, in two pieces of research

which marked the beginning of neoclassical growth models. These models

replaced Clark’s stationary state by a steady-state growth path, but their

main theoretical target was no longer the distribution of income, nor the

ethical justification of the marginalist principle. Yet it was reference to

Clark’s theory that contributed to the great controversy between the two

Cambridges in the 1960s, which we will discuss in Chapter 11.
Clark’s approach is not Walrasian; rather it is of an aggregate type and is

based on the assumption that wages and interest, i.e. the returns on labour and

capital, tend to uniformity among the various productive sectors. Competi-

tion and factor mobility should guarantee this result, but in the equilibrium

described by Clark there is ‘mobility without movement’. In his theory, the

capital factor has to be homogeneous and malleable, so that it is possible

to calculate its specific marginal productivity independently from the various
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technical forms assumed by the means of production in diverse allocations

and over time. This ‘capital’ should not be confused with capital goods, which

differ from industry to industry and from time to time. The latter make up,

according to Clark, the specific and transient embodiment of the general and

permanent factor called ‘capital’, i.e. the fund of savings accumulated over
time. Furthermore, Clark included land in the stock of capital, a choice that

aimed at eliminating ab ovo all the problems of Ricardo and Malthus. In a

stationary state the capital stock is constant, even though the capital goods

which make it up can change. From this point of view, capital is similar to

labour, which remains homogeneous while different individuals enter and

leave the labour force. An output is obtained from these two factors, which is

also homogeneous. It is produced under conditions of constant returns to

scale. In perfect competition, the marginal productivities of the factors, which
depend on the respective supplies, determine wages and interest.

Clark encountered great difficulties in distinguishing between variations of

labour in regard to the existing capital goods and variations of labour in

regard to the ‘capital’ stock. He called ‘rents’ the returns on the existing

capital goods (including land), and maintained that in equilibrium they will

equal interest, i.e. the marginal productivity of ‘capital’. Equilibrium here

implies that the adjustment of the composition of capital goods to productive

needs has been achieved. These rents are similar to Marshall’s quasi-rents.
Therefore they should be different from the land rent; but Clark ignored the

fact that the supply of land is fixed and cannot be adjusted to demand in

the way that capital goods can. He reserved, finally, the term ‘profit’ for the

temporary surpluses arising from short-run dynamics.

6.3.2. Fisher: inter-temporal choice and the quantity theory of money

Although during his life Fisher was heavily criticized, after his death his work

was the object of great admiration. Time has proved Schumpeter’s prediction

correct: ‘some future historian may well consider Fisher as the greatest of

America’s scientific economists up to our own day’ (History of Economic

Analysis, p. 872). Schumpeter himself gave two reasons for this evaluation.

The first is that Fisher was a spokesman on several non-economic subjects:

he was a follower of eugenics, a strong supporter of prohibitionism, and a

versatile writer on politics. The second reason is his extraordinary knowledge

of mathematics (Gibbs, the great physicist of thermodynamics, was one of

his mentors); and this enabled him to make economic applications ahead of

his time. Fisher was, for example, the inventor of the index numbers and a

pioneer of econometrics. He was also, however, a hopeless interpreter of
economic facts and a disastrous speculator on the stock exchange. In the

autumn of 1929 he declared publicly that the share values were not too high

and that Wall Street would never undergo a crash. Then, operating on the
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basis of this presupposition, he lost not only his reputation as an economist

but also almost the entire family wealth.

Over his career Fisher was interested in the same set of problems as Clark.

However, his way of tackling them was different: he was less concerned

about searching for an ethical basis for the market and more interested in the
relevance of hypotheses and correctness of reasoning. His first theoretical

contribution to economics was his 1892 doctoral dissertation, Mathematical

Investigations in the Theory of Value and Prices, which contains a magnificent

exposition of the general-equilibrium theory of Walras—an author, how-

ever, whose work he declared in the Preface that he did not know.

His main theoretical heritage is rather to be found in Jevons, Auspitz, and

Lieben. The two Austrian economists had published a book, which was at

that time the only Austrian contribution of worth to mathematical eco-
nomics. Fisher particularly admired their partial-equilibrium analysis of

price under competitive conditions, an analysis which in its essence was

comparable to Marshall’s much more famous study. In his theory of general

equilibrium, Fisher was convinced that there were deep formal analogies

between thermodynamics and the economic system, and tried to apply to

economics some of the innovations which Gibbs had introduced in vector

calculus. Recent advances by Herbert Scarf in computational aspects of

the solutions of general-equilibrium systems have in Fisher an important
precursor.

Fisher’s general-equilibrium model tended to overlook the problems of

supply, and in particular did not take into account either capital or interest.

He devoted Appreciation and Interest (1896) and The Nature of Capital and

Income (1906) to the problems raised by capital. These works laid the basis

for a great deal of the later work on the subject. Schumpeter believed it was

‘the first economic theory of accounting, [and] the basis of modern income

analysis’ (p. 872). Here the notion of income as consumption was first pre-
sented; a consumption that naturally includes that of the services of durable

goods.

Fisher’s famous theory of the determination of rates of interest is to be

found in The Rate of Interest, published in 1907, and in the new enlarged

edition of the same work, published in 1930 under the title The Theory of

Interest. Fisher revised the original text because the critics had only focused

on the role of ‘impatience’ as a determinant of the rate of interest, over-

looking the role of ‘opportunity’. In The Theory of Interest, he formulated
what he called an ‘impatience and opportunity’ theory of interest, where the

‘investment opportunity’ was defined as ‘the rate of return over cost’, and

where both cost and return were defined in terms of income streams. In fact,

this concept was extremely similar to the Keynesian notion of ‘marginal

efficiency of capital’, as Keynes himself was later to acknowledge. Fisher

extended general-equilibrium theory to the problem of inter-temporal

allocation, an extension which allowed him to anticipate some of the
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conclusions of the famous life-cycle model, i.e. those that explain why

individuals prefer to spread their consumption over time, whatever the time-

path of their expected incomes. Fisher’s theory of individual savings is,

basically, still accepted in the neoclassical literature today. His approach

allowed him to remain above the controversies about capital and interest
which were already brewing in that period. By reasoning in terms of

‘investment opportunity’, he had no need to assume a productive factor,

‘capital’, that enters as an argument into the production function. In this

theory, interest is not considered as a cost of production. To understand its

nature, it is necessary to assume that, starting from a situation of equality

between current and planned future consumption, the individual requires a

quantity of future consumption greater than that of current consumption, as

a ‘compensation’ for an additional unit of saving. Fisher attributed this rate
of compensation to ‘impatience’, forcefully rejecting the idea that interest

represents the cost of the services of a production factor called ‘abstinence’

or ‘waiting’. In this sense, the American economist opposed the Austrian

argument, made popular by Böhm-Bawerk, that waiting contributes to

increase the product. The explanation of interest is to be found in

impatience; on the other hand, the brevity and uncertainty of life are the

facts accounting for time preference.

In 1911 Fisher published The Purchasing Power of Money, which contains
his contribution to monetary theory: the equation of exchanges or quantity

equation, P¼ (MVþM 0V 0)/T, where P denotes the price level, M the

quantity of money in circulation,V its velocity of circulation,M 0 the current-
account bank deposits, V 0 the rate of turnover of the deposits, and T the

transactions. No other mathematical formula in the whole of economics,

nor, perhaps, in any other discipline, with the exception of Einstein’s, has

ever enjoyed greater fame, a fame still intact today. It represents the tradi-

tional idea according to which variations in the money supply, if its velocity
and the volume of transactions remain unchanged, will generate variations in

the level of prices. This quantity equation is the origin of the theoretical

apparatus of modern monetarism, a theoretical system which became pop-

ular during the 1960s, especially thanks to the work of Milton Friedman.

Even if it is also true that Fisher introduced several qualifications, as we will

see in Chapter 7, to take into account the adjustments of the transactions and

the effects of variations in V and V 0, a strong and clear monetarist message

still emerges from his work.
Finally, the theory of ‘debt deflation’ deserves mention, although we shall

come back to it in Chapter 7. Based on this theory, in 1932, Fisher endea-

voured to offer an explanation for the Great Depression that diverged from

the popular opinion at the time, which saw it as a phase of the normal

business cycle. He explained it in terms of a dynamic process of price and

debt reduction following an initial state of over-indebtedness. Fisher came

to the conclusion that only an expansive monetary policy would succeed in
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warding off the worst. But he was not taken seriously, despite his efforts at

lobbying.

6.4. Neoclassical Theory in Austria and Sweden

6.4.1. The Austrian School and subjectivism

Menger left the chair of economics at the University of Vienna in 1903.

He was succeeded by von Wieser, ‘the central figure of the Austrian School:

central in time, in the ideas he professed, in his intellectual ability’, as
Streissler described him (‘Arma virumque cano: Friedrich von Wieser, the

Bard as Economist’ (1986), p. 194). His 1914 general treatise, Theorie der

gesellschaftlichen Wirtschaft gave width and order to Mengerian thought.

For quite some time it was used as the basic textbook of the school. Up to the

beginning of the 1920s, however, Böhm-Bawerk was the most presti-

gious and at the same time the most controversial personality of the Austrian

school. In the ten years before the First World War it was Böhm-Bawerk’s

seminars, a group which included von Mises and Schumpeter, that was the
main centre of theoretical formulation of the Austrian School. It is not by

chance that the Marxists of the time considered Böhm-Bawerk as the

intellectual enemy to defeat: it was he who represented bourgeois economics.

Böhm-Bawerk became famous not only for his theory of interest but

also for his frontal attack on the Marxian labour theory of value. In 1896

(volume III of Capital had been published two years before), the Viennese

economist published Zum Abschluss des Marxschen Systems, an essay in

which he aimed at stigmatizing the ‘great contradiction’ in Marx’s work
between price calculation and the labour theory of value. A talented con-

troversialist and at the same time a man with vast practical experience (he

was three times Austrian Minister of Finance), he started that tension

between Marxist scholars and the neoclassical economists of the Austrian

School which was to surface again, in the inter-war period, in the controversy

about the possibility of economic calculation in a centrally planned economy

(see section 8.5).

Böhm-Bawerk set out to extend the Mengerian theory of subjective value
to the theory of capital and interest. After having published the heavy

Geschichte und Kritik der Kapitalzinstheorie in 1884, his main work, the

Positive Theorie des Kapitales, came out in 1889. These two books make up

the two parts of a treatise entitled Kapital und Kapitalzins. The fortunes of

the Austrian School at the end of the nineteenth and the beginning of the

twentieth centuries were largely due to this book. The work was to receive

a mixed reception. On the one hand, the neo-Böhm-Bawerkians of the 1960s

and 1970s, led by P. Bernholz and M. Faber, tried to go beyond the
limits set by the analysis of their master. On the other, economists like
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L.Lachmann, on the basis of aMenger’s opinion (as reportedbySchumpeter),

judged Böhm-Bawerk’s theory of capital as ‘one of the biggest mistakes

ever made’. Böhm-Bawerk himself, however, considered his own theory of

capital and interest as a simple extension of Menger’s subjective theory

of value.
Böhm-Bawerk’s specific contribution lies in the idea that the fundamental

characteristic of every productive activity using capital, intended as a set of

reproducible means of production, is that of linking the events in time-

sequences. From which it ensues that the series of technologically possible

changes is characterized not so much by relations of substitutability among

inputs, as by relations of complementarity. One of the Austrian school’s

distinctive traits was the concept of time as an irreversible succession of

moments. Unlike space, the direction of time cannot be changed. It follows
that the structure of capital in use at a given moment is the result of past

investment decisions and their temporal profiles. This is why the Austrians

tend to refer not merely to stock of capital but to its structure by age.

Böhm-Bawerk and all the first-generation Austrian economists, however,

missed the point that there is another way in which time enters the pro-

duction process: the duration of the interval of time in which the ‘machine’

surrenders its services. In fact, in the Austrian conceptualization, capital is

almost always circulating capital. In it there is no place for fixed capital; this
explains why their favourite examples are those of production processes such

as the maturing of wine or the growing and cutting of trees. According to the

celebrated terminology of R. Frisch, the time structure of the productive

process studied by Böhm-Bawerk is of the continuous input–point output type.

In this kind of processes labour inputs are applied in different moments to

obtain a final output after a certain time. We had to wait for J. Hicks’s

Capital and Time (1973) for a rigorous formulation of the fixed-capital case,

i.e. of the continuous input–continuous output model, where a time sequence
of inputs generates a time sequence of outputs.

Once Böhm-Bawerk had introduced the time element into the analysis of

consumption and production decisions, he argued that it was possible to

explain interest in these terms: as production requires time, and as indi-

viduals systematically prefer present to future goods, the production processes

that use capital must generate a product which allows the payment of

interest to those who, in preceding periods, have invested in the indirect

productive processes. Unfortunately, the attempt to bend the theory of
capital to the needs of demonstrating the positivity of interest was responsible

for some serious difficulties which Böhm-Bawerk never succeeded in over-

coming. As von Hayek noted in The Pure Theory of Capital (1941),

The treatment of the theory of capital as an adjunct to the theory of interest has had

somewhat unfortunate effects on its developments, [since] the attempts to explain

interest, by analogy with wages and rent, as the price of the services of some definitely
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given ‘factor’ of production has nearly always led to a tendency to regard capital as a

homogeneous substance the quantity of which could be regarded as a ‘datum’. (p. 5)

This was a notable proposition, which anticipated the essential terms of the

great debate on capital theory of the 1960s.

6.4.2. The Austrian School joins the mainstream

The Austrian theoretical approach joined the mainstream of the neoclassical
system in the 1920s and 1930s. In order not to break our narration, and even

at the cost of being a little repetitive, we will describe in this section how this

happened.

At the end of the First World War the third generation of Austrian

economists came on to the scene. There were two groups of scholars, one of

which gathered around the key figure of Hans Mayer, the other around that

of Ludwig vonMises. In addition, we must recall two important figures who,

albeit students of the second generation economists, came into a class of
their own and did not share the Austrian way of thinking. The first was Karl

Menger, son of Carl, who applied mathematics to problems of economic

theory, in particular to that of the existence of a general economic equilib-

rium; we shall return to this in Chapter 8. The second was Joseph Alois

Schumpeter, whom we shall deal with at length in Chapter 7.

Mayer, who held the chair that had been Wieser’s until the Second World

War, endeavoured to work out the problems thatMenger’s theory of imputa-

tion had left unsolved, by proposing—albeit with little success—a barely
outlined ‘genetic-causal’ method for determiningmarket prices. Of far greater

import was the contribution made by von Mises, creator and advocate of the

celebrated Privatseminar which met at the Vienna Chamber of Commerce.

This seminar had catalysed the attention of a group of promising young

economists which included Friedrich von Hayek, Gottfried Haberler, Fritz

Machlup, Oskar Morgenstern, Paul Rosenstein-Rodan, as well as philo-

sophers and sociologists of the calibre of Felix Kaufmann, Alfred Schutz,

and Erik Voegelin. This group was responsible for the first settlement of
the Austrian approach to economic theory and, above all, for the diffusion

of this school outside Viennese circles. However, the methodological and

theoretical position of its founder, Menger, was not always defended from

the attacks of critics with the necessary argumentative force.

An impulse that carried a certain weight in spreading Austrian thought

came from Lionel Robbins, founder of the London School of Economics, who

came in touch with the Viennese group and subscribed to its ideas. In 1931

Robbins invited von Hayek to teach at the LSE. A sound intellectual asso-
ciation developed, from which Robbins derived great benefit for his cel-

ebrated book An Essay on the Nature and Significance of Economic Science,

written in 1932, a work that attempted to arrange the schemes of Austrian
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thought so as to make them compatible with the positions of other neo-

classical scholars. One example will suffice for all. The origin of what was to

become the ‘official’ definition of economic science—the science ‘that studies

human conduct as a relation between ends, classifiable in order of import-

ance, and scarce means applicable to alternative uses’ (p. 15), had already
appeared in Menger’s Grundsätze, with however one variation, of no small

entity: the word ‘needs’ was substituted with ‘ends’. The Essay did not meet

with immediate success, judging by the frontal attack that Souter made on it

in a critique published the following year in the Quarterly Journal of Eco-

nomics. The shameful accusation was that it had broken away from the

tradition of Marshallian thought: ‘The Essay is a scanty and worthy account

of the main assertions of the Austrian School; it is the creed of Prof. Robbins,

as a supporter of that school’ (p. 377).
The theoretical influence of the Austrian school reached its height in the

early ‘thirties, although it was to be short-lived. The advent of Nazism and

the Anschluss gave rise to an unprecedented diaspora. Von Mises himself

emigrated in 1934 to Geneva and then to New York. But there was another,

as it were, intrinsic reason. By now, almost all the members of the Privat-

seminar were convinced that the basic ideas of their school had already

become part of orthodoxy and there was no further need to fight to affirm

the Austrian point of view in economic theory. A statement made by von
Mises in 1932 testifies to this conviction. Referring to the division, at that

time quite usual, into three schools of thought, the Austrian, the Anglo-

American and Lausanne schools, von Mises referred to Morgenstern who

held that these groups of economists ‘differ only in their way of expressing

the same fundamental idea and appear divided more on account of the

terminology they use and the peculiarity of their presentation than over the

substance of their teaching’ (Epistemological Problems, p. 214).

It was only after the Second World War that the work of von Mises at
New York University generated the neo-Austrian school which today is

associated with the names of Murray Rothbard, Ludwig Lachmann, Israel

Kirzner, Mario Rizzo, Gerald O’Driscoll, and various others. We shall deal

with them in Chapter 12.

6.4.3. Wicksell and the origins of the Swedish School

Wicksell in many ways is the Scandinavian Marshall. He was honest in

acknowledging the contributions of others, humble in recognizing the limits

of his own analysis, intelligent in avoiding illicit generalizations, and had

an extraordinary ability to anticipate successive developments. Unlike

Marshall, however, Wicksell did not receive great acclaim during his life, not
even in his own country. It was only during the 1930s, when, on the initiative

of Kahn and Keynes, Geldzins und Gueterpreise (1898) and the two volumes

of Vorlesungen über die Nationaloekonomie (1901 and 1906) were translated

218 the construction of neoclassical orthodoxy



into English, that Wicksell’s name, and especially his thought, began to

circulate among a wider circle of economists, so much so that in the period

between Keynes’s Treatise on Money (1930) and the General Theory (1936)

many economists declared themselves to be neo-Wicksellian.

With Ueber Wert, Kapital und Rente (1893), the great Swedish economist
produced a notable work of synthesis. Beginning from the theories of value

and marginal utility of Jevons andMenger, he tried to blend Böhm-Bawerk’s

analysis of capital and interest with the Walrasian general-equilibrium

theory. He formulated a model in which the product increases with the time-

interval between the introduction of inputs and the production of output.

His explanation of the positivity of the rate of interest, based on the argu-

ment of the marginal productivity of waiting, is almost as important as

Fisher’s reformulation. He was heavily indebted, intellectually speaking, to
Austrian thought and was well aware of this. In 1921 he even wrote: ‘Since

Ricardo’s Principles there has been no other book—not even excepting

Jevons’ brilliant but somewhat aphoristic andWalras’ unfortunately difficult

work—which has had such a great influence on the development of eco-

nomics as Menger’s Grundsätze’ (quoted by C. G. Uhr, ‘Knut Wicksell:

A Centennial Evaluation’, 1951, p. 834).

In the first volume of the Lectures, Wicksell completed the reformulation

of Böhm-Bawerk’s theory of capital and interest, abandoning the measure-
ment of capital in terms of ‘average period of production’ and substituting a

theory in which capital is reduced to the time-structure of the inputs

employed at different periods. Then he argued that this structure can

undergo variations in at least two dimensions: width and height. Finally, he

tried, with partial success, to develop a theory of the ways in which the time-

structure of the production process changes with variations in wage-level and

rate of interest. As Wicksell himself recognized with reference to the process

of ageing wine, only for very special technologies is the value of the capital
stock Vk ¼

Pn
i¼1 piKi (where Ki represents the quantity of the ith capital

good and pi its price) an appropriate measure of the aggregate capital stock

intended as a factor of production. That is so because Vk is a function of the

rate of interest, r. The Wicksell effect is precisely the change in the value of

the capital stock which occurs with variations in r, i.e. dVk/dr. The expression

‘Wicksell effect’ was introduced by Uhr in 1951, but its importance was not

appreciated until the contributions of Joan Robinson and Piero Sraffa.

There is a price Wicksell effect—which is the revaluation of capital goods due
to variations in prices—and a real Wicksell effect—which is the sum of the

changes, expressed in value, in the physical quantities of the diverse capital

goods. Their sum is:

dVk

dr
¼
Xn
i¼1

dpi

dr
Ki þ

Xn
i¼1

pi
dKi

dr
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Basically, when r varies, both the prices and the physical quantities change.

Now, if there were only one good (n¼ 1), the price Wicksell effect could be

ignored by posing p¼ 1, while the real effect would always be negative. To

this one could give the usual interpretation that the capital intensity of

techniques increases with a decrease in the rate of interest. But when there
are diverse capital goods (n> 1), both Wicksell effects can be positive or

negative, and so can their sum. And no common sense interpretation can be

given to this case. In particular one could no longer maintain that the capital-

labour ratio rises when the interest rate decreases and then that the latter is

determined by the productivity and scarcity of capital.

Shortly before his death, Wicksell tried to introduce fixed capital in the

Austrian model—an objective that he would have been able to achieve if,

rather than introducing linear depreciation, he had used the formula of
exponential depreciation; but he did not have time.

Wicksell’s contribution to the marginalist theory of distribution is of great

importance. We have already mentioned this in the sections dedicated to

Wicksteed and Clark. In his formulation Wicksell used a simple general-

equilibrium model with only one good, Q, produced by means of labour, L,

and homogeneous capital, K. What was later to become famous as the

Cobb–Douglas production function,Q¼LaK 1� a, was already present in the

writings of the youngWicksell. Special attention should be paid toWicksell’s
approach to the problem of the exhaustion of the product. Barone, in ‘Studi

sulla distribuzione’ (1896), had already realized that, in order to obtain the

exhaustion of the product, it is sufficient for firms to activate production up

to the attainment of minimum average costs. In such cases there is no need

to assume first-degree homogeneity of the production function. Wicksell

integrated this argument with the explicit recognition of the fact that the

existence of such a minimum is the necessary condition for the existence of

a long-run competitive equilibrium. In fact, only at the point of long-run
minimum cost is it possible to have zero profits. Unlike Barone and Walras,

who considered this solution as an alternative to that of Wicksteed, Wicksell

realized that it was a generalization, since the minimum of the long-run

average-cost curve is characterized by ‘locally’ constant returns of scale. This

means that competitive equilibrium implies that, at least locally, Wicksteed’s

technical conditions apply.

Wicksell’s solution was based on the theory of the entrepreneur, according

to which the entrepreneur contributes to the production process by means of
the services of his own factors. In equilibrium these services have the same

remuneration, whether they are employed by the entrepreneur in his own

firm or passed on to other firms. The labour employed to organize and

co-ordinate the firm will be remunerated in the same way exactly as the

labour of the same quality employed in other activities and in any other firm.

In fact, if the entrepreneur received a higher remuneration, everybody

would wish to employ their own labour in organizational tasks and nobody
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would wish to be a subordinate. Obviously, in order for zero profit to be

reached in this way, the number of those who possess entrepreneurial skills

must be high. Even if he did not say so himself, it is plausible to think that

Wicksell had in mind a stationary-state equilibrium in which the entre-

preneur has no real decision-making role, and in which the organizational
work is reduced to mere supervision.

Geldzins und Güterpreise and the second volume of the Lectures include

Wicksell’s most important work on monetary theory. He was one of the first

to use the aggregate supply-and-demand approach to explain variations in

the value of money. In most versions of the quantity theory of money the

price level varies in proportion to the variations in the quantity of money;

but in these versions there is no relationship between the variations in the

quantity of money, including bank credit, and the entrepreneurs’ production
decisions. Wicksell brought out this relationship and advanced the hypo-

thesis that, in the absence of exogenous disturbances (those over which the

central bank has no control, such as variations in the production of gold or

the necessity to finance huge government deficits), the fluctuations in price

level would be caused by a persistent gap between the bank (or market) rate

of interest and the real (or ‘natural’) rate—the latter being defined as the

expected rate of returns on newly produced capital goods. Wicksell came to

the conclusion that, contrary to the implication of the simple quantity the-
ory, it is the quantity of money that adjusts to the price-level movements. In

his analysis, monetary equilibrium requires the satisfaction of the three

following conditions:

(1) equality between the natural and the bank rate of interest; or rather,

since the natural rate is not an observable variable, the prevalence of a

market interest rate capable of guaranteeing;

(2) equality between the supply of savings and the demand for investment
loans and ‘real’ cash balances;

(3) price stability.

We will consider the mechanism that ensures equality between the two rates

of interest in section 7.1.3. Here we would like to point out that banks would

be able to make a decisive contribution to the re-establishment and the

maintenance of equilibrium by increasing the rate of interest in periods of

inflation and decreasing it in periods of deflation.
The study of these three conditions of monetary equilibrium was to receive

a great deal of attention in the late 1920s and throughout the 1930s, espe-

cially by Lindahl, Myrdal, and Ohlin. The work of these scholars together

with that of some of their younger colleagues such as Lundberg and

Svennilson, contributed to extending Wicksell’s economic theory and to

forming the Swedish (or Stockholm) School, which we will treat in more

detail in Chapter 7.
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Here it is important to emphasize a central characteristic of Wicksell’s

analysis: that for which the gap between the two rates of interest produces

effects that will only be felt on the price level. This gap will not modify

relative prices (because all prices and incomes will increase to the same

degree), nor will it have any relevant effects on the accumulation of capital.
Wicksell did not exclude the possibility that changes in the monetary rate

of interest would induce the adoption of more or less capital-intensive

techniques, but he maintained that these effects would be of secondary

importance. In any case, the natural rate of interest could be considered

constant during the cumulation process.

Another important aspect of Wicksell’s thought concerns the theory of

public finance and optimal taxation. In Finanzteoretische Untersuchungen

(1896), Wicksell applied marginal-utility theory to the public sector of the
economy, reaching, on the one hand, the formulation of the well-known

principle of benefit and contributive ability as the fundamental criterion of

taxation, and, on the other, the proposal to set the prices of the services of

public firms according to the criterion of marginal cost. In fact, it was his

1896 work that initiated the Wicksell–Lindahl–Musgrave–Samuelson line of

thought on the theory of public goods. According to this line of thought, the

production of public goods should be pushed forward, to the point at which

the marginal cost equals the sum of the marginal rates of substitution
between public goods and private goods of all individuals interested in the

public goods. With a little too much faith in honesty and in the principle of

consensus, typical of the Scandinavian culture, Wicksell did not seem to

realize what was later to become the problem of free-riders: each individual

in a Lindahl-type market is motivated to declare that he does not draw

any utility from the public good, with the aim of avoiding contributions to

financing it.

Wicksell was decidedly reformist. He fought for programmes of redis-
tribution of wealth from the rich to the poor, and this brought him quite a

few problems in his academic career. No writer in the Edwardian period was

nearer to the New Deal ideology thanWicksell. He rejected Marxism both as

an instrument to understand the laws of movement of capitalism and as a

guide to the action aimed at improving the conditions of the working class.

In a rather more sophisticated manner than Marshall, Wicksell realized that

a competitive equilibrium does not necessarily lead to a state of maximum

social welfare, nor to a fair state. However, he anticipated the neoclassical
argument that makes perfect competition a condition for Pareto optimality;

and he understood that, by operating on the initial endowments of indi-

viduals, it is possible to lead the system towards a state which, besides

being efficient, is also ethically acceptable. In any case, Wicksell forcefully

emphasized the argument that the attainment of efficiency in no way con-

stitutes a morally incontrovertible objective, so that there is no space in

economic theory for a defence of the capitalist system.
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Wicksell’s anti-conformism helps us understand his fierce rivalry with

Gustav Cassel, the King’s tutor and a leading light in the Swedish intelli-

gentsia. Before the 1930s, Cassel, the real pillar of Swedish conservative

economics, was the economist most often quoted in the international press.

In 1918 he published Theoretische Sozialoekonomie, a work that developed
an interesting general-equilibrium model without making any reference to

Walras. It also contained an important novelty: it did not use any utility

functions. Cassel was a tenacious critic of the concept of marginal utility. By

using the demand function as a primary concept and thus breaking the link

between the utility functions and the demand functions, Cassel placed prices

at the centre of his theory of resource allocation. This is perhaps why his

work had such an enormous influence on economics literature up to the

1930s. Schumpeter, however, perhaps a little naughtily, was to define Cassel
as ‘90 per cent Walras and 10 per cent water’.

6.5. Pareto and the Italian Neoclassical Economists

6.5.1. From cardinal utility to ordinalism

Vilfredo Pareto, a member of a family which included eminent politicians as

well as revolutionaries, succeeded Walras into the chair of economics at the

University of Lausanne, where he published his Cours d’économie politique in

1896–7. His important Manuale di economica politica was published in 1906.

He had many research interests, including economics, sociology, and polit-

ical science. His Trattato di sociologia generale (1916), better known in the

Anglo-Saxon world as The Mind and Society, is a classic; and Pareto’s Law
on the distribution of income, a law according to which income is distributed

among individuals in approximately the same way in all countries at all

times, is still discussed and used today.

Here, for reasons of space, we will focus only on Pareto’s funda-

mental contributions to economic theory: the foundation of the ordinalist

statute and, in relation to this, the formulation of the Paretian criterion of

optimality.

However, we should not overlook Pareto’s contribution to general-
equilibrium theory. According to J. Hicks, ‘his famous theory of General

Equilibrium is nothing else but a more elegant restatement of the doctrines of

Walras’ (Value and Capital, p. 12)—an opinion shared by most people, but

not completely true, considering that in the first volume of the Cours, the

theory of general equilibrium is enriched by a section on monopolies (while

Walras dealt with monopoly only in the 41st lesson, in his treatment of

Cournot, without integrating it into the theory of general equilibrium). Not

only this, but in the Manuale, Pareto gave numerous hints about what was
later to be called monopolistic competition.
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We have already mentioned that with the advent of the marginalist

revolution there was a radical reformulation of the terms of economic dis-

course. In particular, opinion changed about the economic nature of pro-

ductive activity, which was given its foundation in consumer choice: a certain

productive configuration would be preferred to another if it satisfied indi-
vidual needs in a better way.

The cornerstone of this construction is the theory of rational consumer

behaviour, a theory that the early marginalists founded on the hypothesis

that consumers are able to order their own needs. Gossen’s famous First Law

(so it was called by Pantaleoni in 1889) stated, in Georgescu-Roegen’s for-

mulation: ‘If an enjoyment is experienced uninterruptedly, the corresponding

intensity of pleasure decreases continuously until satiety is ultimately

reached, at which point the intensity becomes nil’ (‘H. H. Gossen’, 1983,
p. lxxx). After having defined the utility of a good as its ability to satisfy

needs, the early marginalists went on directly to postulate the existence of a

function that associates a measure of total utility with the quantities of

goods. Furthermore it was assumed that the increment in utility corres-

ponding to each extra quantity consumed gradually decreases. This is the

principle of decreasing marginal utility.

Now, the whole of this brilliant construction is based on one crucial

assumption: that the utility an individual derives from the consumption of a
good is a quantity that can be measured cardinally. Edgeworth, in Math-

ematical Psychics, had strenuously defended the cardinal measurement of

utility. Deeply influenced by the discoveries of E. T. Fechner and E. H.Weber

in experimental psychology, he even argued that satisfaction can be meas-

ured in terms of its atoms by means of a type of ‘hedonimeter’.

Precisely because utility is identified in an intrinsic quality of objects (the

property of generating happiness by satisfying needs), goods possess a utility

as an intrinsic property. Happiness and welfare are objective, just as the
health of a person is not subjective, as with the pleasure received from eating

a good meal. For Bentham and the early marginalists, utility could be treated

in the same way as an observable quantity, and considered measurable in the

same way as weight is.

Towards the end of the nineteenth century another conception of utility

gained ground, first cautiously and then with increasing authority: utility

as an expression of preferences and therefore of individual choices. Pareto’s

contribution to this change in the notion of utility was decisive. In the Cours,
the Italian economist coined the term ‘ophelimity’, from the Greek ophelos

(pleasant), in order to denote ‘the attribute of a thing capable of satisfying a

need or a desire, legitimate or not’ (p. 3). The main reason Pareto gave for his

terminological innovation was that of distinguishing the property of an

object desired by an individual, its ophelimity, from the property of an object

which is beneficial to society, its utility. For example, a weapon belongs to

the first but not to the second category, whereas air and light, while useful to
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the human race, do not give ophelimity. This meaning of utility was used by

Pareto in his monumental Trattato. The difference between utility and

ophelimity is therefore the difference between ‘socially useful’ and ‘desired’.

For the individual, ‘socially useful’ is what leads to physical health or, more

generally, material welfare, le bien-être matériel. Unpleasant medicine is
useful for the patient, but it does not bring him ophelimity.

In the applications Pareto considered ophelimity as a quantitative

attribute. In this way he managed to demonstrate the famous theorem on

the maximum ophelimity of the consumer. It is not clear whether Pareto

considered ophelimity as a cardinal quantity in general. However he even-

tually became convinced that it was not necessary to be able to measure it

for carrying out consumer theory. In a letter to Maffeo Pantaleoni of

28 December 1899, he put forward the argument that an individual (or a
group) always chooses, among the accessible alternatives, that which is

preferable to all the other alternatives. The idea did not even cross his mind

that the individual may not be able to choose. The time was still not ripe to

doubt the postulate of the completeness of preferences. Thus, Pareto was

able to state: ‘Edgeworth and others start from the concept of the final

degree of utility and end up by determining the indifference curves . . . I now
leave completely aside the final degree of utility and start from the indif-

ference curves. In this lies the whole novelty . . .One can start from the
indifference curves, which are a direct result of experience’ (Lettere, II, p. 288).

In this way the question whether utility or ophelimity are measurable

became irrelevant. In the appendix to the French edition of the Manuale,

Pareto showed that it is possible to assign arbitrary (but increasing) indexes

to the indifference curves; he thought, in this way, that he had succeeded in

moving from utility to ophelimity, and from the latter to ordinal indexes,

thus liberating economic theory from every ‘metaphysical’ element.

In conclusion, already at the end of the century there were two distinct
notions of utility in the literature, both known to all the pioneers of ordinal-

ism, and especially to Pareto. And, by this time, almost everybody realized

that, for the purposes of the theory of prices, there was no need whatsoever

to use a cardinal measurement of utility. Fisher had already made this clear

in his Mathematical Investigations.

The implications of this new point of view were extremely important.

On the one hand, utility only referred to the preference ordering of the

individual; on the other, preferences were defined with respect to a situation
of choice. In this way, the foundation of utility was placed in the virtual

behaviour of an individual who has to choose. This behaviour is defined only

in terms of certain conditions of consistency. All references to happiness and

individual satisfaction of needs disappear, while the underlying motivations

for the choices lose their importance. In the literature, terms such as satis-

faction, tastes, needs, and desires continued to be used, but as heuristic

devices for describing expected experiences rather than descriptions of real
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sensations. The utility orderings overlap with preference orderings, as the

former are derived from the latter. Ordinalism finally came to the fore in the

1930s with the work of Robbins, Hicks, and Allen. However, the question

naturally arises as to why such a radical change in the theory was so late in

imposing itself, when all the necessary ingredients were already available at
the beginning of the century. We will only be able to answer this question in

Chapter 8.

6.5.2. Pareto’s criterion and the new welfare economics

Once the notion of cardinal utility had been abandoned, it became obvious

that there is no possibility of making interpersonal comparisons of utility.

How is it possible to make judgements on alternative policy measures when

individual utilities can be neither compared nor summed? As we have already

mentioned, the criterion proposed by Bentham was the maximization of the

sum of individual utilities, a criterion that found its widest application in
Pigou’s work. But once cardinality was abandoned it became necessary to

find another rule in order to be able to advance social-welfare propositions.

The new criterion was discovered by Pareto: the efficiency of an allocation

is maximum when it is impossible to increase one economic magnitude

without decreasing another. In the specific case of social welfare, Pareto’s

criterion takes on the well-known formulation according to which a certain

economic configuration is optimal when it is impossible to improve the

welfare of an individual without worsening that of another. Such a criterion
allows for the evaluation of alternative social states without any need

whatsoever to use interpersonal comparisons of utility or welfare. All that is

needed is to determine if each individual improves or worsens his own

condition.

Walras was the first to put forward explicitly, even if in a rather unclear

way, the idea that the best possible allocation of resources occurs when all

goods are exchanged on perfectly competitive markets. This idea anticipated

a crucial aspect of Pareto’s criterion of social optimum: the principle of

unanimous evaluations of the allocations. With the assertion that, in com-

petitive equilibrium, all agents reach the maximum satisfaction, however this

is defined, Walras had implicitly maintained that an evaluation of alternative

allocations is only meaningful if there is complete consensus about it. Now,

Pareto introduced a notion of social optimum which is compatible with the

principle of unanimous evaluations—a notion that succeeded in crowning

Walras’s project, in that it proved the superiority of competitive markets

with respect to other market structures. It was in ‘Il massimo di utilità dato
dalla libera concorrenza’ (1894) that Pareto put forward for the first time his

notion of social optimum: this is an allocation that cannot be modified in

order to increase the welfare of everybody. In other words, a social state is
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Pareto-optimal if and only if there is no other alternative state in which at

least one individual is better off and nobody else worse off. On the other

hand, a social state x is Pareto-superior to a social state y if and only if at

least one individual is better off in x than in y without any other individual

being worse off in x than in y.
Now, provided it exists, is a Pareto optimum unique? Clearly not!

An allocation to which no other is unanimously preferred is not necessarily

the allocation unanimously preferred. There can be a multiplicity of Pareto

optima, none of which is comparable with the others on the basis of the

unanimity criterion. Pareto’s fundamental result is the demonstration that

each allocation associated with a competitive equilibrium is a social

optimum in the above sense. If the allocation associated with a competitive

equilibrium were unanimously preferred to any other possible allocation,
then it would be possible to state that an equilibrium different from the

competitive one is socially inferior to it. Yet it is not possible to assert the

superiority, in general, of the competitive market structure, contrary to

Walras’s idea. However, Pareto demonstrated the superiority of perfect

competition over monopoly. He then tried to compare it with other market

structures, but did not obtain significant results.

6.5.3. Barone, Pantaleoni, and the ‘Paretaio’

Pareto, in spite of his despotic and intolerant attitude towards the ideas of

others, managed to surround himself with some of the best economic minds

of his time, giving life to the famous ‘Lausanne School’. In Italy, the dif-

fusion of marginalism was the work of two illustrious members of the school,
Enrico Barone and Maffeo Pantaleoni.

Enrico Barone was a singular economist. He spent the years of his youth

and early maturity in the army, and published some excellent works on

military history. With the passing of time he showed a growing interest in

economics, an interest that in 1906 culminated with his resignation from the

army to dedicate himself full-time to science.

As early as 1894, thanks to his friendship with Pantaleoni and Pareto, he

collaborated on the prestigious Giornale degli Economisti, and many col-
leagues, including Walras, predicted a brilliant career for him. However,

during the decade after his death the prevailing opinion was that he had, at

least in part, betrayed these expectations, and that this was due, perhaps, to

the excessive heterogeneity of his interests. In any case, it is certain that his

most famous work, the article ‘Il ministro della produzione nello stato

collettivista’ (1908) had to wait until 1935, the year of the publication of

the English translation, thanks to Hayek’s interest, for all its importance

and originality to be recognized. In this article Barone raised the question
whether a planner in a ‘socialist’ state, using aWalrasian general-equilibrium

system, could obtain the same results as a decentralized economy based on
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private property. The answer was that the equations describing the two

systems are formally equivalent, and that the only obstacle for the planner is

one of computational complexity, a problem that in the competitive context

is theoretically resolved by resorting to the auctioneer. All this is argued

without any reference to the theory of utility, while the equivalence of the
allocative results between the two systems is demonstrated with a pioneering

use of Pareto optimality. Samuelson, in the Foundations (1947), recognized

the importance of Barone’s contribution in establishing the correct use of

Pareto optimality as a criterion of economic efficiency.

Although his work played an important role in the debate between the

supporters of the centrally planned economy and those of the market eco-

nomy, Barone believed that the ideological element was absent from it.

Above all, he was interested in the possibilities offered by mathematics in the
search for a solution to many practical problems. Paradoxically, from this

point of view, his most important work was a failure because he came to

negative conclusions about the practical possibility of central planning based

on the Walrasian theoretical system.

Other works of Barone also deserve attention, for example his studies on

the theory of distribution and the problem of the exhaustion of the product,

which we have already mentioned; but especially those in the field of public

finance. Also in this field he was able to use Pareto’s theories, above all his
distribution law. He used this law to explain how the burden of taxation

should be shared among the tax payers. Even though he was aware that the

Pareto Law may not be stable, he defended it as a heuristic device to solve the

thorny question of taxation. His relative lack of interest in theory itself

meant that, when the first misunderstandings between Pareto and Walras

arose, he stayed on the fence and tried to act as peacemaker, which only led

him to be partially misunderstood by both.

Even today it is not possible to say how much Barone’s ideas have con-
tributed to the formulation and consolidation of the systems of thought of

his two mentors, who were certainly not very generous in acknowledging

their intellectual debts, while Barone tended to be exactly the opposite.

Perhaps a major re-evaluation of his thought still has to be accomplished.

Let us now turn to Maffeo Pantaleoni, also a singular personality but for

very different reasons. He had a fiery and volatile character and his furious

opposition to any form of restriction on intellectual freedom brought him

more than a few enemies. Nevertheless, he was a supporter of the Fascist
regime, and shared a great many of Pareto’s ideological prejudices.

Pantaleoni’s greatest merit may lie in his spreading within the Italian

cultural world the ‘new ideas’ of Walras and Pareto and, more generally, the

marginalist approach to economics. However, it is important to note that,

from the methodological point of view, Pantaleoni was nearer to Marshall

than Walras. More than one generation of Italian economists was educated

with his extremely successful textbook: Principii di Economia Pura (1889).
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Particularly important were his applications of marginalist analysis to some

classic problems of public finance, such as the financing of public spending

and the theory of optimal taxation. Pantaleoni was never dogmatic in his use

of the marginalist categories, and his refined eclecticism often led him to

anticipate the arguments of many of the most widespread modern heterodox
theories.

Unlike Barone, the mathematical element never played a determinant role

in his work. He believed economic reasoning to be endowed with an auto-

nomous strength, which meant that any reference to ‘more noble’ disciplines

was superfluous. The discipline that inspired Pantaleoni was not mechanics,

but rather sociology, a science that studies diverse and complex causal fac-

tors and the complicated social-interaction patterns in which they are

combined.
We must also mention here Ugo Mazzola, author of I dati scientifici della

finanza pubblica (1890), a book judged by Pantaleoni as a ‘lasting con-

tribution’ to the foundation of financial science, and one which was to

exercise a strong influence on Wicksell’s theoretical work. Mazzola was a

student of Francesco Ferrara and a fervent admirer of the theories of Jevons

and Menger. He was the first economist who came to understand the nature

of public goods and describe their characteristics. He distinguished indi-

vidual needs from collective needs and argued that it was the state’s
responsibility to satisfy the latter. This was conceived as a co-operative of

citizens aimed at producing certain services at lower costs than those borne

by private business.

In 1912, Pasquale Jannaccone published an article, ‘Il ‘‘paretaio’’ ’, stig-

matizing the prevailing tendency among Italian economists to follow in an

uncritical way the methodological canons of the Lausanne School. As a

matter of fact, the Italian economists in the first decades of the century were

all, in one way or another, followers of Pareto and Pantaleoni. Yet, they
concentrated their interest on applications of partial-equilibrium analysis,

which they judged more likely to come to grips with reality and to produce

results of practical value.
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7

The Years of High Theory: I

7.1. Problems of Economic Dynamics

7.1.1. Economic hard times . . .

I went to university in the fateful 1930, and during the four-year course I watched the

almost complete collapse of the American economy. I also had occasion, at that time,

to hear my Professor of Banking, who was also the Vice-President of the New York

Federal Reserve, admitting during a lecture that he did not know why the President

had ordered the closure of all the banks the day before. My grandfather’s bank did

not open again and later my father also went bankrupt. I studied these events: my

conversion can be seen from the fact that the subject of my thesis was Marxism.

Having observed the incompetence and impotence of the Government, I decided to

change to Economics, hoping to find there the key to understanding the events: even

if this was rendered impossible by the useless orthodoxy of the period.

Thus R. M. Goodwin (‘Economia matematica: Una visione personale’, 1988,
p. 157) explained his simultaneous conversion to Marxism and economics.

This was not an isolated case; similar conversions flooded in during those

years.

The entire period from the beginning of the First World War to the end of

the Second was marked by crisis; a crisis which affected every sphere of

bourgeois life, from the economic to the social and from the political to the

cultural. The outbreak of the First World War had sown doubts about the

rationality of the international capitalist system. But the most lucid minds
had immediately understood the deep reasons for the conflict, and could not

avoid acknowledging the truth in the arguments of those Marxist thinkers

who had preached the dangers of imperialism and prophesized the great war.

Then, as soon as the First World War had ended, the conditions were laid

down for the Second, as Keynes and a few other enlightened thinkers

immediately understood.

In the meantime, a nation-continent had attempted its escape from cap-

italism with the Bolshevik Revolution, an attempt which not even military
intervention by the major capitalist powers was able to quell. At that time it

was impossible to see where the revolution was finally going to lead. The only

thing that everybody clearly saw was the practical demonstration that cap-

italism was not eternal and that the proletarian revolution was possible.

Many and immediate were the attempts at imitation, driven on by the great

wave of industrial conflict which had already affected all the major capitalist



countries in the second decade of the century and which showed no signs of

slowing down until the middle of the 1920s. The bourgeois dread was so

great that in about fifteen years half of Europe was at the mercy of Fascism.

And if this were not enough to convince even the most optimistic of the

depth of the crisis, they only had to look at the economy: the breakdown of
the system of international payments, abandonment of the Gold Standard

even by those countries which still supported it, competitive devaluations,

harsh protectionism, the contraction in international trade; and then,

increasing instability in growth, increasingly bitter crises, rampant unem-

ployment, the Wall Street Crash, and the suicides of speculators. It seemed

that all the Marxist predictions were turning out to be true, from the falling

rate of profit to the increasing immiseration of the proletariat, from the

deepening of the interimperialist contradictions to the reawakening, because
of the crisis, of the revolutionary consciousness, and from the increase in the

concentration of capital to the amplification of the periodic oscillations. Was

the final collapse in sight?

Nobody was surprised at the weakening of the intellectual fascination of

that economic orthodoxy which preached the allocative efficiency of com-

petition and the rationality of economic agents. Nor was it surprising if the

laissez-faire ideology could no longer recruit members, while the most

enlightened economists began to theorize the necessity of abandoning free
trade in order to rescue capitalism.

The economists of this period can be roughly divided into three groups.

Some underwent a Goodwin-style conversion and, escaping from the fetters

of the official science, began to look for alternative theoretical approaches,

Marxist, institutional, or others, which seemed to promise sharper instru-

ments with which to understand reality. A second group, on the contrary,

gave up any pretence of using neoclassical theory to understand reality and

tried to cultivate it as pure theory, satisfied with the puzzle-solving work it
offered in abundance. Finally, there were those who, while continuing to

show due respect for the official science in which they had been educated,

tried to twist it to serve ends it was not suitable for, above all in the attempt

to use it to explain the real world. The most eminent examples of the last

category were Keynes and Schumpeter. But they were only the tip of the

iceberg. Most of the economists of this group returned to the problems which

had given birth to political economy: those of macroeconomic dynamics. It

was not surprising that they lost more time than necessary in liberating
themselves, often without success, from ‘techniques of thought’ which served

more to hide than to reveal reality. Nor is it surprising that, in the end, they

produced imperfect and incoherent theories.

In the next three sections of this chapter we will outline the three most

important dynamic theories formulated in the years of high theory, those of

Keynes, Kalecki, and Schumpeter. In the rest of this section we will consider

various themes of economic dynamics to show the main directions of
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theoretical development from which originated the work of the three masters.

Finally, in the next chapter, we will deal with developments in micro-

economic and the general-equilibrium theory as well as with the contributions

of various heterodox theories.

7.1.2. Money in disequilibrium

Up to now we have emphasized the static character of neoclassical analysis.

In this chapter we must contradict ourselves. In fact, some dynamic macro-

economic models had already been formulated in the 1890s by a few great

neoclassical economists. It is interesting to note that the field in which such
attempts were made was mainly that of monetary economics. It is not by

chance that it happened in this way. In fact, unless money is considered as

the same as any other good, monetary theory does not lend itself to a simple

application of the method of maximization of individual goals in the pres-

ence of scarce resources: first, because money is not a good which is desired

in itself and it is not clear what is meant by demand for money; second,

because money is not a naturally scarce good and it is not obvious what is

meant by supply of money; finally, because it is not evident which factors the
supply and demand of money depend on, nor is it clear what is meant by

monetary equilibrium.

The early neoclassical economists, who were all concerned with other

matters, rather overlooked monetary problems and adopted the equation of

exchanges as the last word in regard to the scientific explanation of the price

level. As we have seen in the last chapter, in Fisher’s (simplified) version, the

identity

MV ¼ PT

where M is the quantity of money, V is its velocity of circulation, P the level

of prices, and T the level of transactions, becomes an explanation of the

value of money once V, T, and M have been fixed exogenously. The dif-

ficulties and the interesting thing about this theory arise, as Cantillon and
Hume had already pointed out, as soon as one wishes to study the process by

which a monetary impulse affects the level of prices, that is, as soon as one

wishes to tackle the problem of the value of money in dynamic terms. Fisher,

Wicksell, and Marshall have made the most interesting attempts to solve this

problem. Even though their theories were formulated in the 1890s, it is worth

discussing them in this chapter, as they produced their best fruits precisely in

the years of the ‘high theory’.

In Fisher’s theory, the variables appearing in the equation of exchanges
are set at their normal value, so that the explanation emerging from the

equation refers only to the ‘final and permanent effects’ of monetary changes.

However, there are ‘temporary effects’ that are felt in the transition
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period. And it is with these effects that Fisher tried to explain economic

fluctuations. When prices begin to rise, following an increase in M, the

monetary interest rate is slow to adjust, so that the real interest rate falls. In

this way economic activity and the creation of bank credit is stimulated.

Production, pulled by demand, increases, and prices increase still more.
However, the indebtedness of the economic agents also grows. Finally, when

the monetary interest rate (and with it the real interest rate) rises to adjust to

the reduced value of money, deflation begins; and this will have catastrophic

effects owing to the high level of indebtedness artificially generated by the

preceding boom.

Another great influence on the monetary thought of the 1930s, especially

in England, was that of Marshall. The Marshallian version of quantity

theory is represented by the famous ‘Cambridge equation’. The first official
formulation of this theory was made by Marshall in a testimony to the ‘India

Committee’ in 1899. As early as 1871, while reformulating Mill’s arguments

on money, Marshall had already sketched out his own personal version of

the quantity theory in an unpublished paper. For a long time, however, the

Cambridge monetary theory remained basically an oral tradition. The key

formulations came out rather late, and are to be found in an article by Pigou,

‘The Exchange Value of Legal Tender Money’ (1917), and in Marshall’s

Money, Credit and Commerce (1923). The ‘Cambridge equation’ is:

M ¼ hYP

where Y is the real income and h is the ratio in which individuals wish to keep

liquid assets. Although h can be interpreted as the inverse of the income

velocity of circulation, the original interpretation, which underlines its

dependence on the decisions of economic agents, offers quite marked the-

oretical advantages. For example, it makes it possible to introduce into the

demand function for money those ‘psychological’ factors, such as uncer-

tainty and other motivations in regard to choices about personal wealth,

which Keynes was later to develop into the liquidity preference theory.
Another important Marshallian idea in regard to monetary dynamics

concerns periodical crises, which Marshall explained as caused by changes in

the entrepreneurs’s inflation expectations in connection with credit fluctua-

tions. When credit expands excessively and prices rise, entrepreneurs and

speculators expect further price rises; therefore they increase their demand

for credit and goods. Thus the inflationary expectations are self-fulfilling. As

monetary wages are inelastic in the short run, profits increase, investments

are encouraged, and inflation is fuelled. In inflationary phases credit expands
very fast, which puts the creditors in a risky position and reduces their

willingness to offer further credit. At a certain point credit begins to contract

and the interest rate rises. A lack of confidence spreads and speculators are

forced to sell to repay debts. Thus, prices fall and real wages rise; panic
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creates panic, and spreads together with bankruptcies. In the end, production

and employment contract. A precise type of monetary policy was derived

from this theory, one based on the necessity to stabilize the price level, to

control credit, and to establish an indexation of future payment contracts.

Rather than Marshall, however, it was his students, especially Pigou and
Keynes, who pursued this line of thought. The theory used by Keynes in

Tract on Monetary Reform (1923) is inspired by it.

7.1.3. The Stockholm School

An important source of dynamic analysis during the years of high theory was

represented by Wicksell’s work. We have already discussed this in the last

chapter. Here we will recall the essential elements of Wicksell’s contribution

to monetary analysis, just to introduce the theories of his followers. Towards

the end of the last century and the beginning of ours, Wicksell undertook a

detailed study of the implications of the divergence between natural and

bank interest rates and, more importantly, he formulated the nucleus of a
theory which aimed to provide the basis for economic policy measures able

to guarantee price stability.

In Wicksell’s theory, the ‘natural’ interest rate is the equilibrium price of

savings and investments, and, at the same time, the real rate of returns of

investments. However, the ability of the banks to create credit is independent

from savings, so that the market interest rate, i.e. the one applied to bank

credit, can differ from the natural rate. If it is lower, the demand for credit

will increase. The supply of credit will adjust, as it is fairly elastic (even if not
completely, given the necessity of the banks to maintain reserves). The

monetary expansion will fuel the demand for real goods and, with it, increase

prices. This is a disequilibrium inflationary process in which Say’s Law does

not apply. As long as the difference between the natural and market interest

rates lasts, aggregate demand will increase, partially dragging with it supply

and generating a cumulative process of price increases.

In monetary equilibrium, savings are equal to investments, the market

interest rate is equal to the natural one, profits are zero, and the level of prices
is constant. Economic fluctuations are determined, according to Wicksell, by

oscillations in the natural interest rate (which may be caused, for example, by

technical progress or by changes in the state of confidence of the entrepre-

neurs) and by the tendency of the bank rate to lag behind the natural rate.

The model had an enormous influence on the monetary theory of the early

nineteenth century, and was taken up and developed by various economists,

especially Austrian, such asMises andHayek, but alsoAmerican andEnglish,

such as Fisher and Keynes. In Sweden, Wicksell’s teachings were developed
by several scholars who went on to form, in the 1930s, the so-called

‘Stockholm School’. Its most important members were: Erik Robert Lindahl,

Karl Gunnar Myrdal, Bertil Ohlin, and Erik Lundberg.
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Lindahl developed the theory of the cumulative process in an article

published in 1929 (reprinted in Studies in the Theory of Money and Capital

(1939), with the title The Interest Rate and the Price Level ) in which he anti-

cipated some Keynesian arguments. He defined macroeconomic equilibrium

in terms of the equality between the value of the production of consumer
goods and the aggregate consumption expenditure. He argued that the

Wicksellian cumulative process, in the presence of unemployment, would

only partially have resulted in an increase in prices, while in part it would

have generated increases in consumption and production in real terms, and

therefore a reduction in unemployment.

Myrdal tried critically to develop the Wicksellian analysis in Monetary

Equilibrium. He maintained that ex ante investments, i.e. investment

decisions, depend on the entrepreneurs’s expectations in regard to the rate
of return. Monetary equilibrium is only reached when ex ante investments

coincide with ex ante savings, i.e. with the part of income which individuals

decide not to consume. When the expectations of the entrepreneurs change,

investments and the value of aggregate production also change, while savings

adjust by means of variations in the incomes earned, the prices (of the

consumer goods), and the saving ratio. In equilibrium, investments may be

positive and aggregate demand may grow, so that monetary equilibrium is

compatible with an increasing price-level. Vice versa it is possible, as a
consequence of a restrictive monetary policy and owing to the inelasticity of

money wages, that the process generates unemployment, so that equilibrium

is reached at any level of employment.

The Stockholm School did not limit itself to developing the Wicksellian

analysis of the cumulative processes in the field of monetary theory, but tried

to extend its dynamic properties to other sectors of economic theory, con-

tributing in this way to the birth of the modern methods of economic

dynamics, to the point of anticipating some of the most recent developments
of non-Walrasian economics. Besides this, there are, especially in the work of

Lindahl, the basic theoretical elements of the modern notions of inter-

temporal and temporary equilibrium. These notions were taken up, refor-

mulated, and made known to the great academic public by Hicks in 1939. We

will discuss this in more detail in the sections of the next chapter dedicated to

Hicks. Here we will limit ourselves to outlining the evolution of these the-

ories in Sweden. One of the first interesting contributions made by Myrdal to

the development of modern dynamics consists in the introduction of
expectations among the variables that determine prices. By means of

expectations, future changes produce effects on economic activity before

they actually occur. This leads to the fact that the determination of the

equilibrium variables must include expectations of future movements. Sub-

sequently Lindahl introduced the hypothesis of perfect foresight, and defined

an equilibrium in which, for each individual and each good, the expected

price produces equality between supply and demand. All the expectations in
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regard to future evolution come true, so that the economy is in equilibrium

‘through time’: this is a type of inter-temporal equilibrium. A year before,

Hayek had formulated the same concept.

The notion of inter-temporal equilibrium gives the appearance of a

dynamic process. But it is not a true dynamics, as the determination of all the
prices and all the quantities of all future periods takes place in the present

time. In order to escape from this difficulty, Lindahl introduced a new

concept, that of ‘temporary equilibrium’. From this point of view the

evolution of the economy through time occurs over a succession of periods.

The basic hypothesis is that we are dealing with such brief periods of time

that the factors which directly influence the prices can be considered as

unchanged. The idea is that the economy is in equilibrium in each period,

and that the data of that equilibrium, the factors influencing the prices,
change from one period to another, like unpredictable disturbances. Such a

type of analysis was criticized byMyrdal and Lundberg. The problem is that,

in this model, the succession of the disturbances, and therefore of the

equilibria, remains unexplained, while it is precisely the nature of the changes

occurring in the movement from one period to another that must be

explained. Lindahl recognized the difficulty, and admitted that he had

endeavoured to introduce ‘dynamic problems into a static context’.

It was in an unpublished paper written in 1934, and later in the article ‘The
Dynamic Approach to Economic Theory’ (published in his 1939 book) that

Lindahl made the decisive jump forward. Here he constructed a model of a

sequential economy which moves in ‘complete disequilibrium’, and in which

the prices of all goods are fixed each time by the single sellers. These prices

are based on expectations that, ex post, usually turn out to be mistaken.

Exchanges are undertaken at these prices, so that excess demands can occur

on all markets. The excess demands are eliminated by means of unplanned

variations in stocks, so that buyers always obtain what they demand, while
the disequilibrium is only perceived by the producers. The producers, on the

basis of the information thus obtained, modify their own expectations and,

consequently, the announced prices for future exchanges. In this way the

economy can move through a series of disequilibria without necessarily

tending to adjust towards a Walrasian equilibrium. On the other hand, it

could not be otherwise, as the ‘complete disequilibrium’ model does not use

three of the fictional analytical devices of the Walrasian model: perfect price

flexibility, the auctioneer, and tâtonnement. In Chapter 9 we will see that it
was precisely the abandonment of one or other of these devices that gave

birth to the modern non-Walrasian theories.

7.1.4. Production and expenditure

Around the beginning of the century, a group of trade cycle theories, quite

different from those of the monetary type outlined above, became popular,
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especially among politicians and the general public, rather than academic

economists. These theories focused on the real factors of crises and tended to

cast doubts on some doctrinal taboos, such as Say’s Law and the argument

that the ‘invisible hand’ is able to ensure stability and full employment. Even

if some of these theories were supported by a few orthodox economists,
their origin is not within the neoclassical theoretical system but rather in

that ‘underworld of Karl Marx, Silvio Gesell, and Major Douglas’ of which

Keynes spoke in the General Theory, and in which he found, if not pre-

cursors, at least economists who ‘deserve recognition for trying to analyse

the influence of saving and investment on the price level and on the credit

cycle, at a time when orthodox economists were content to neglect almost

entirely this very real problem’ (Treatise, I, p. 161). It is possible to label

these theories ‘theories of real macroeconomic disequilibrium’ and to divide
them into two groups: those of ‘over-savings’ and those of ‘over-

capitalization’. In both cases their distant origin can be found in Marx’s

‘reproduction schemes’, but the economists from whom the two approaches

directly originated were John Atkinson Hobson and Mikhail Ivanovic

Tugan-Baranovskij.

Hobson tackled the problems of unemployment and crises in various

works, among which we will recall especially The Economics of Unemploy-

ment (1922). The basic argument was that the business cycle is caused by the
effects that variations in the distribution of income have on the average

propensity to save. In the expansion phases, prices increase and real wages

decrease because of the delay with which money wages adjust. The increase

in the profit share causes savings and investments to rise. The increase in

productive capacity implies that the production of consumer goods will also

rise; worse, as wages have difficulty in keeping pace, production will rise

more rapidly than the demand. Therefore, unsold inventories will accumu-

late while the prices of consumer goods will drop. But this will cause profits
to decrease, triggering the depression. Then, the depression itself, by causing

production and income to decrease, will eliminate the excess of savings.

Hobson pointed out the famous paradox or dilemma of thrift, according to

which a high level of savings, while being useful for personal enrichment, is

detrimental to the economy as a whole, as it reduces effective demand.

Keynes criticized the theories of under-consumption in the same manner

as Tugan-Baranovskij had many years before, with the argument that the

lack of effective demand caused by low consumption can be compensated by
high investment expenditure. Tugan had first raised this criticism in

attacking some Marxist theories of breakdown and under-consumption.

Then, in his major work, Industrial Crises in Contemporary England, he

advanced an original theory of economic crises in which investment decisions

are the main cause of fluctuations.

The cyclical movements occur because of the absence of a balancing

mechanism between savings and investments. The formation of savings is
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a relatively stable process, whereas investments tend to be carried out in

clusters. In the phases of prosperity investments increase, generating effective

demand for the whole economy by a process similar to that of the Keynesian

multiplier. The financing of the investments over and above current savings

is effected by an expansion of bank credit and by the availability of ‘free’ or
‘loanable’ capital, i.e. by the liquid funds accumulated in the preceding

depression phase. The increase in investment raises the production and the

productive capacity of the capital goods sector. However, in phases of

prosperity the proportion between consumer-goods and capital-goods sectors

changes in such a way that the productive capacity of the system tends to rise

above consumer demand. This reduces the incentive for capital accumula-

tion. Moreover, and this is the most important fact for Tugan, the accu-

mulation of real capital leads to the exhaustion of loanable capital, and the
supply of credit tends to slow down; the interest rate rises, and this dis-

courages further capital accumulation. The consequences are an excess

supply of capital goods and a reduction in their prices and production. Then,

from this sector, deflation is transmitted to the whole economy. In the phases

of crisis and depression, savings exceed investment, and are accumulated

once again in the form of idle liquid balances.

Tugan-Baranovskij’s model is the head—‘the first and most original’, as

Keynes was to say—of a family of cycle models based on the relationships
between savings and investment which have among their most important

exponents Arthur Spiethoff, Karl Gustav Cassel, and the Keynes of the

Treatise. We will discuss Keynes later. Here, for the sake of completeness, we

will outline the models of Spiethoff and Cassel.

According to Spiethoff, an investment boom can be triggered by techno-

logical innovations and the opening of new markets. During the expansion

phase, the production of capital goods grows more rapidly than the pro-

duction of consumer goods; employment and consumption also grow more
rapidly, so that the composition of supply diverges from the composition of

aggregate demand. The prices of consumer goods increase and, with these,

profits. But accumulation of capital causes productive capacity to increase,

and at a certain point production of consumer goods will exceed demand,

thus causing prices and profits to fall. The rate of investment will decrease

both because of diminished profitability and because plants have been

renewed a short time before. In other words, the depression is caused by the

over-capitalization of the preceding boom.
Cassel reproposed this model with some important modifications in

Theoretische Sozialoekonomie. He did three main innovations. The first

concerns the role played by certain lags, such as those existing between

investment decisions and the activation of plant and those between changes

in the interest rate and investments. The second concerns the explanation, in

terms similar to the accelerator mechanism, of the influence that variations in

demand for consumer goods have on investments. The third regards the role
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played by the financial sector in amplifying economic fluctuations. A low

interest rate during recovery, when profits are high, stimulates investments.

Sooner or later, however, investment will overtake savings and the interest

rate will rise, contributing to the inversion of the cycle. On the other hand,

during the phases of depression the low level of investments with respect to
savings causes the interest rate to decrease, thus paving the way for the next

recovery. Monetary factors, however, are only reinforcing elements in the

cyclical movement, whose real causes are to be found, as in the theories of

Tugan and Spiethoff, in the disequilibria between the composition of demand

and the structure of output.

It is this kind of disequilibrium which underlies almost all the non-

monetary pre-Keynesian theories of the business cycle, and Keynes himself,

in the Treatise, reasoned in these terms. We will see later that one of the
essential aspects of the theoretical revolution to which Keynes gave his name

consisted in going beyond this way of thinking.

7.1.5. The multiplier and the accelerator

The fourth great stream of thought in dynamic theory in the inter-war period
was the study of the interaction between the multiplier and the accelerator.

The principle of the multiplier can be presented, in its simplest way, by

assuming the maximum aggregation possible. If DY represents the increment

in the national income, C the increment in consumption, and c the marginal

propensity to consume, then DC¼ cDY. The sum of the increase in the

autonomous expenditure, DA, and that of the induced expenditure, DC, is
equal to the variations in income:

DAþ DC ¼ DY

from which, by substituting in DC, we have

DY ¼ 1

1� c
DA

1/(1� c) is the multiplier. If the propensity to consume is 0.8, an increase in

the autonomous expenditure of $100 bn. will generate an increase in income

of $500 bn. In fact, the initial expenditure of $100 bn. generates incomes that
will be spent to buy consumer goods of the value of 0.8(100)¼ 80; this

generates incomes which will be spent to buy consumer goods of the value of

0.8(80)¼ 0.64(100)¼ 64; and so on. Therefore, the overall income generated

by the initial expenditure of 100 is equal to 100[1þ (0.8)þ (0.8)2þ (0.8)3þ
(0.8)4þ . . . ]¼ 500. In fact, the sum of the numbers between the square

brackets tends to 1/(1� 0.8)¼ 5.

It is important to understand the reason why the multiplier process is

convergent. A small increase in autonomous expenditure does not generate
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unlimited growth of income. The reason for this is that there is a ‘leakage’ in

the economic circuit. Every time there is an increase in income, part of it

escapes from the expenditure circuit because it is saved. The ‘leakage’ in the

simple multiplier is caused by savings. In more complex formulas, ‘leakages’

attributable to tax and imports are added. Signs of a rudimentary but deep
insight into the multiplier process can be found in Marx. There is an inter-

esting page in chapter 17 of the second volume of the Theories of Surplus

Value, in which Marx tries to explain how a lack of effective demand in an

industry with a high level of employment can be transmitted to the entire

economy through a reduction in the production of that industry and the

consequent reduction in employment and wages. The reduction in con-

sumption which follows turns into a reduction in demand for other indus-

tries, which, in turn, will be forced to reduce production and employment,
generating a further reduction in effective demand. This process is linked to

another deflationary process, consisting of a reduction in the demand for

intermediate goods and for the means of production generated by the initial

lack of demand and by the consequent reduction in the levels of activity

which gradually spreads through the whole economy. The passage in which

Marx explains this process is too brief and confused for us to be able to speak

of a theory of the interaction between the multiplier and the accelerator, or

even just a clear theory of the multiplier; but it is enough to show us that the
problem had been posed long before it was solved.

About thirty years after Marx, there were some shrewd insights, if not

something more, in an unpublished work of 1896 by Julius Wulff and in one

by Nicolaus A. L. J. Johannsen, who used the ‘Multiplizirende Prinzip’, as he

called it, to account for the effects produced by an initial impulse of

expenditure on the whole economy.

However, the official date of birth of the multiplier is 1931. What hap-

pened was that the theory, or rather a theory, of economic policy had shown
the necessity for the multiplier principle. Keynes, expressing opinions cir-

culating in Cambridge at those times, had raised the problem in Can Lloyd

George Do It? (written in collaboration with H. Henderson in 1929), where

he had put forward the argument that an increase in employment generated

by public works would not be limited to the employment directly created by

public expenditure but would generate additional induced employment. In

the Treatise on Money of the following year, Keynes reproposed the argu-

ment, but without managing to demonstrate it in a convincing way. How-
ever, by now the time was almost ripe. In 1930 the multiplier principle was

used by L. F. Giblin. Then in 1931 it was used by Jens Warming and by

Ralph Hawtrey. Finally, the classic work of Richard Ferdinand Kahn, ‘The

Relation of Home Investment to Unemployment’, came out in The Economic

Journal of 1931. Keynes understood immediately that it was an important

missing piece in the puzzle he was trying to solve, and in 1936 he assigned it a

central place in the General Theory.
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As to the accelerator, for the first traces we have to go back to a con-

tribution by T. N. Carver of 1903. Then Albert Aftalion expressed it clearly

in ‘La Réalité des surproductions générales’ (1908–09). Finally it appeared in

an article by C. F. Bickerdike and in one by John Maurice Clark.

In its simplest form the accelerator principle can be presented in the fol-
lowing way. Let a be the marginal capital–output ratio, i.e. the increase in

capital necessary to increase the production by a marginal amount. Then the

expectation of an increase in the demand equal to DY* will induce entre-

preneurs to make investments, I, in other words to increase the capital stock

by an amount equal to:

I ¼ aDY*

a is called the accelerator because, given that its value is normally greater

than 1, the growth in capital is greater than the growth in the expected

demand which induces it.

7.1.6. The Harrod–Domar Model

Right from the very beginning the accelerator was used to account for

economic fluctuations. But the crucial year for the cycle theories based on the

accelerator was 1936, when Roy Forbes Harrod published The Trade Cycle,
in which he proposed an explanation of the business cycle which combined

the accelerator and multiplier principles. Three years later Paul Anthony

Samuelson put some order in this subject by combining the two principles

with some special hypotheses on time lags and proving that it is possible to

generate cyclical movements. But his demonstration was fatal for this line of

research. In fact Samuelson proved that, generically, the cycles caused by the

multiplier accelerator principle could be either dampened or explosive. Both

properties are undesirable from the point of view of cycle theory, as they
imply that the oscillating movements, in a certain sense, tend to extinguish

themselves.

More promising was the line of research opened up by Harrod in ‘An

Essay on Dynamic Theory’, published in the Economic Journal of 1939. Here

the English economist, still using the multiplier-accelerator interaction,

tackled the problem of the instability of growth. A few years later a similar

theory was formulated by Evsey David Domar in various papers published

in the 1940s and 1950s and later collected in Essays in the Theory of Economic

Growth (1957). Thus the theory became known as the ‘Harrod–Domar

model’.

In the simplest version it is based on three equations:

St ¼ sYt

It ¼ aDYt
*

St ¼ It
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where s¼ 1� c is the propensity to save, and Yt
*¼Y*

tþ 1�Yt is the expected

change in demand. The multiplier principle is hidden in the first equation,

while the second incorporates the accelerator principle and the third sets out

the condition of macroeconomic equilibrium. The equilibrium solution is

obtained by substituting from the first and second equations into the third
and assuming that the variation in the expected demand coincides with the

actual one, i.e. DYt*¼DYt. The warranted rate of growth, G, which guar-

antees equilibrium, is determined as:

G ¼ DYt

Yt

¼ s

a

The solution is unstable: each disequilibrium solution will tend to diverge

from the warranted growth path, and no automatic adjustment mechanism is

capable of rebalancing the economic system. For example, if the growth of
expected demand is higher than warranted growth, the accelerator will

increase investments more than necessary. The multiplier, in turn, will

increase the demand at a rate higher not only than the warranted rate but

also than the expected rate. Thus the expectations will be adjusted upwards

and the disequilibrium will be aggravated.

Furthermore, given the growth rates of population and labour produc-

tivity, the model shows that warranted growth, being unstable, is incapable

of ensuring full employment and price stability. The sum of the rates of
growth of population, n, and labour productivity, p, gives the natural rate of
growth, Gn. This is the maximum rate at which the economy can grow. If

demand grows at a rate higher than the natural one, this creates inflationary

impulses, as actual production is not able to keep pace with demand. On the

other hand, if demand grows at a rate lower than the natural one, unemploy-

ment is created. The economy will grow in a steady state, without generating

inflationary or deflationary impulses, if and only if it grows at a rate

coinciding with both the warranted and the natural rates:

G ¼ s

a
¼ nþ p ¼ Gn

But as s, a, n, and p are all exogenous magnitudes, it is difficult to see how

this equality can hold true, if not by chance.

In this section we have only sketched out the essential lines of the Harrod–

Domar model. We will return to it in Chapter 9, where we deal with the

theoretical developments to which it gave rise in the 1950s and 1960s.

However, it is necessary to say something else about Harrod here.
The English economist believed that his most important scientific con-

tribution was the Foundations of Inductive Logic (1956), a book which did

receive serious consideration by eminent philosophers. In the field of eco-

nomics, he believed that he was most competent in the analysis of the

operation of the international monetary system; but he also made important
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contributions to the theory of imperfect competition. Undoubtedly, however,

his fame today is linked to the fact that he is the father of dynamic economics,

with which he began to concern himself in 1939, even though his first work in

this field dates back to 1934. As often happens with pioneering thinkers,

Harrod was critical of the theoretical developments that others made from
his original insights. This is true not only of the research linked to the neo-

classical theory of economic growth but also, and more surprisingly, of the

work connected to post-Keynesian theory. Both theories are, in fact, usually

presented as extensions to the Harrod–Domar model. Yet Harrod has

always refused to recognize his model as a realistic description of the actual

dynamics of a capitalist economy, a dynamic which is considered as basically

characterized by continual cyclical fluctuations. Undoubtedly, the almost

uninterrupted growth of the Western economies from the end of the Second
World War to the 1970s has contributed to legitimating the steady growth

models and left Harrod’s original views in the shadows. However, the period

of deep instability we are now passing through favours a general reappraisal

of the economic-growth argument which may lead to a re-examination and a

new appreciation of the Keynesian bases of post-Keynesian theory. From

this perspective, Harrod’s original work takes on new interest.

7.2. John Maynard Keynes

7.2.1. English debates on economic policy

During the inter-war period, as had already occurred about a century before

at the time of Ricardo and Malthus, England became once again an experi-

mental laboratory for economic theory. In this particular time and in
this particular place, the interaction between theory and practical problems

was uniquely strong. The public debate on economic policy concerned two

principal issues: the return to the Gold Standard, and the problem of

unemployment.

By around 1875 the Gold Standard had been pretty well accepted by all

the main capitalist countries; and it continued to rule until the First World

War. The war destroyed the system, but immediately afterwards there were

attempts to rebuild it, especially in England, where strong efforts were made
to restore sterling to its pre-war parity. From 1920 to 1925, when the English

authorities were still working on preparations for the return to the Gold

Standard, prices in that country fell by 40 per cent. In 1925 sterling was

again linked to the pre-war gold parity, but the system only lasted six years.

English prices were still too high and the export industries too weak.

Meanwhile the United States and France were experiencing strong surpluses

on their balance of payments. The United States masked them with a policy

of long-run foreign loans, whereas France accumulated gold and sterling
reserves. The final blow to the English Gold Standard came immediately
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after the 1929 crash. American loans dried up, while the Bank of France

decided to convert its sterling reserves into gold. Then, in 1931, a wave of

panic, caused by the collapse of the ‘Credit Anstalt’, spread throughout

Europe. When several countries began to convert sterling reserves into gold,

the Bank of England was unable to resist and the Gold Standard was
abandoned. The 1930s were years of international monetary chaos, with

competitive devaluations, protectionist trade policies, and deflationary

monetary policies.

The main problem with the Gold Standard was that the ‘automatic’

adjustment processes it is assumed to entail require price flexibility,

otherwise the price–specie-flow mechanism does not work. But by the last

quarter of the nineteenth century, prices and wages had already become

fairly rigid; and, in fact, the adjustments, effected by careful interest rate
manoeuvres, mainly acted on capital movements. They also led, however, to

deflationary processes which affected production, the levels of real output,

and employment.

In theory, the adjustment should be made in the following way: a deficit in

the balance of payments would cause an outflow of gold and a reduction in

gold reserves. The domestic money supply would therefore diminish. This

would lead to a reduction in the level of prices and a consequent increase in

the competitiveness of national goods. Exports would grow, imports would
decrease, the balance of trade would improve and the external deficit would

be eliminated. This automatic adjustment can be accelerated by manoeuvr-

ing interest rates. The central bank raises the rate as soon as it ascertains the

existence of a deficit in the balance of payments. In this way, it stimulates the

inflow of capital from abroad and deters the outflow of internal capital. The

ensuing improvement in the surplus (or reduction in the deficit) of the capital

movement account would contribute to reduce the overall deficit.

However, if prices and wages are rigid, the adjustment does not work this
way. When the supply of domestic money is reduced following an outflow of

gold, the aggregate demand for goods declines. Since prices do not diminish,

the quantities produced will be reduced. Real deflation will hit employment

and the wage bill. As a consequence, consumption will be reduced. Imports

of consumer and intermediate goods will fall and the balance of payments

will improve. If the monetary authorities then raise the interest rate, they will

succeed in accelerating the adjustment, chiefly because they exacerbate the

recession, by discouraging investments. This kind of adjustment had become
socially intolerable and politically dangerous, given the rates of unemploy-

ment experienced in all capitalist countries in the inter-war years. In England,

for example, in the 1920s unemployment averaged 10 per cent and reached

22 per cent in 1931. In the United States it even touched 27 per cent in 1933.

What could be done? Nothing at all, maintained the British Government.

The line prevailing in government circles was derived from that liberal

orthodoxy which preached the necessity of balancing State accounts by
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spending as little as possible and, for the rest, laissez-faire the private eco-

nomy. Trying to alleviate unemployment by public works would only cause

trouble. The main argument of the Treasury was that, as public expenditure

had in any case to be financed from private sources, by taxation or debt, it

subtracted capital from private enterprise and therefore reduced employ-
ment in the private sector by the same amount as it raised that provided by

the State. This is the famous ‘Treasury view’. It was put into practice by the

Treasury in the second half of the 1920s and presented in Parliament by

Churchill in 1929. But as early as 1913 it had received scientific backing from

Hawtrey, who, in Good and Bad Trade, had put forward the argument

according to which ‘the government by the very fact of borrowing for

[public] expenditure is withdrawing from the investment market savings

which would otherwise be applied to the creation of capital’ (p. 260). Most
of the economists, though, were against this view. Robertson criticized

Hawtrey’s arguments in 1915. Pigou had already criticized a view similar to

that of the Treasury as early as 1908. The problem was: how was it possible

to demonstrate scientifically that the Treasury view was mistaken? We do

not believe we are exaggerating when we say that this was one of the

main subjects of the economic-policy debate from which the Keynesian

revolution arose.

Before considering Keynes, however, it is necessary to return to the the-
ories of the business cycle, so as to show the climate and tenor of the scientific

debate from which the General Theory finally emerged. Let us, for a moment,

accept Hawtrey’s version of the Treasury view: the government cannot

increase the level of employment if it finances the additional expenditure by

taxation and/or public debt. This, however, still leaves open the possibility of

financing the deficit with a monetary expansion. Nothing more dangerous,

argued Hawtrey. On the contrary, it is precisely in this way that the economic

fluctuations responsible for unemployment would be amplified. An expan-
sion in bank credit increases expenditure, aggregate demand, and incomes,

fuelling inflation, profit expectations, and investment activity. In this way

expectations become self-fulfilling and the economic boom proceeds at a

sustained pace, but the demand for credit (for money in general) increases

beyond the capacity of the financial sector. When the bank reserves fall ‘too’

much, the banks increase the interest rate and reduce the supply of money.

The ensuing contraction of expenditure is further amplified by the whole-

saler’s policy of reducing their inventories, as they work on a high debt/
turnover ratio and are therefore severely hit by increases in the interest rate.

The monetary contraction does not immediately or completely lead to a

reduction in prices, as these are sticky. Wages are also rigid. Therefore the

deflation leads to a reduction in the level of output.

Hawtrey’s is a ‘purely monetary’ theory of economic fluctuations; how-

ever, the hypothesis concerning price and wage rigidity plays an essential role

in accounting for the process of the transmission of the monetary impulses to
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the real variables. Notice that it was precisely to this hypothesis that, some

years later, attempts were made to reduce the Keynesian ‘special case’.

Keynes, however, was a critic of this theoretical approach. We will limit

ourselves to noting this strange fact but will return to it in more detail

later on.
In the 1920s, Hawtrey found himself somewhat isolated in English aca-

demic circles. In the 1930s, however, Robbins and Hayek arrived to give him

a hand. Of particular importance were two works by Friederich August von

Hayek of 1929 and 1931. Hayek’s cycle theory endeavoured to blend a

monetary theory of fluctuations similar to that of Hawtrey with Böhm-

Bawerk’s theory of capital and Wicksell’s theory of the cumulative process.

A credit expansion initially produces two effects: it lowers the interest rate

and creates forced savings, increasing the purchasing power in the hands of
the investors to the detriment of that available to consumers. With invest-

ment, the prices of capital goods increase too and, therefore, their produc-

tion rises. Thus the length of the production period and the capital intensity

of the system increase. In phases of monetary contraction the opposite

processes occur, so that the labour force must be dislocated from one sector

to the other. In fact, deflation reduces the period of production, increasing

consumption and reducing investment.

This transformation process, however, requires time, as capital goods
cannot actually be transferred from one sector to another but must be

substituted by new capital goods. During this technical substitution process,

temporary unemployment is created.

On the opposing theoretical front to that of Hawtrey and Hayek were

Robertson, Pigou, and Keynes. Denis Holme Robertson emphasized the real

factors of the economic fluctuations, by combining an over-investment

theory with a theory of the effects of technological innovations similar to

that of Schumpeter. Successively he concentrated instead on the monetary
aspects of the cycle, supporting the theory of forced savings. One important

argument, which differentiates Robertson’s theory from those of Hawtrey

and Hayek, concerns the definition of the role of the banking system.

Robertson argued that, besides its traditional objective of price stability, the

financial sector, given its ability to influence the level of investments by

means of forced savings, should also be governed with the aim of guaran-

teeing the level of desired savings.

Pigou was another fervent critic of the Treasury view. From his vast and
complex theory it is worth underlining three elements above all. First is the

argument that variations in the level of employment are generated by varia-

tions in the aggregate demand and, in particular, by variations in investment,

by means of a propagation process based on the multiplier, even if the

multiplier principle is not formally expressed. Second is the typically post-

Marshallian, or rather pre-Keynesian, argument that fluctuations of invest-

ments basically depend on the profit expectations of the entrepreneur.
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Finally, it is important to recall that, according to Pigou, the possibility of

increasing the level of employment depends on the occurrence of two insti-

tutional conditions: high elasticity of the credit supply and high flexibility of

prices and wages.

7.2.2. How Keynes became Keynesian

In regard to the two fundamental problems of English economic policy of the

1920s and the 1930s, the Gold Standard and unemployment, Keynes took up
a precise position right from the mid-1920s, and there is no doubt that, to a

large degree, his theoretical work in the following years was motivated by the

need to give scientific respectability to his political stances. Keynes began to

oppose a return to the Gold Standard as early as 1923, when, in the Tract on

MonetaryReform, hepointedout thedeflationarydanger inherent in the return

to gold. Two years later, when the Gold Standard had been re-established,

Keynes argued that the pound was still too overvalued with respect to the

dollar, and that consequently a return to the Gold Standard, in the presence

of rigid wages, would have required adjustments in levels of production

which would have been very damaging to the English export industries. In

regard to the problem of unemployment, Keynes was a supporter of public

investment programmes, at least from 1924 onwards, when, in the article

‘Does Unemployment need a Drastic Remedy?’, he backed the programme

of employment put forward by Lloyd George and the Liberal Party. The

philosophy underpinning his political attitude was put forward in The End of

Laissez Faire (1926), in which he argued the necessity of abandoning rigid
free-trade orthodoxy, whose economic effects he feared just as much as ‘State

socialism’.

Keynes observed that there are spheres of activity in which private initi-

ative carries out an essential economic role and in which the State should not

interfere, while there are also spheres of activity in which the State operates

in a better way than the private sector. He did not go very far forward in

identifying the latter types of economic activity, which, basically he reduced

to two: credit control and the regulation of the process of formation and
allocation of savings. He put forward the idea that the State should take on

the role of ‘concerted and deliberate management’ of the economy, albeit by

means of a limited number of political instruments.

Such an emphasis on public management was also motivated by the fact

that the Gold Standard, against which, realistically, he no longer fought after

its re-establishment, created additional problems of stability for the national

economy, problems that, he argued, could be resolved by a prudent macro-

economic policy. This view might seem paradoxical, if one considers the
fact that the Gold Standard was supported by liberal thinkers precisely for

its supposed ability to produce automatic adjustments. However, Keynes

considered the basic political and philosophical problem to be different: are
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these ‘automatic’ adjustments, given their effects on unemployment, not

worse than the illness they wish to cure?

The crucial years for the maturation of Keynes’s thought were those

immediately after the publication of A Treatise on Money (1930). In 1931 the

Macmillan Report came out, the product of a Commission on Finance
and Industry of which Keynes was a member. The report supported a philo-

sophy of economic policy similar to the one put forward in The End of

Laissez Faire. Furthermore, it proposed a reflationary monetary policy that

seemed to have been inspired by the theory advanced by Keynes in the

Treatise. The basic idea was that monetary expansion would stimulate

profits and investments, thus pushing the economy out of the troughs of

depression.

In the Treatise on Money Keynes had reached this theoretical conclusion
by means of a rather complicated and extremely ambitious model with which

he tried to integrate the results of two streams of research: on the one hand,

the neoclassical theories of the cycle as a phenomenon of monetary dis-

equilibrium, in particular Marshall’s and, above all, Wicksell’s theories; on

the other, the theories of the production/expenditure disequilibrium which

had been formulated in the heterodox ‘underworlds’ of Tugan-Baranovskij,

Hobson, etc.

From the latter type of model Keynes took the idea of disaggregation in
two productive sectors, consumer goods and investment goods, and, above

all, the idea of studying the dynamics of the economy as a disequilibrium

phenomenon.As investment decisions are not savings decisions, nor decisions

to produce investment goods, the investment share in the aggregate

expenditure may be higher than the share of investment goods. In a dis-

equilibrium situation such as this, the prices of investment goods will rise

over and above the costs (inclusive of normal profits). Thus (extraordinary)

profits will increase. If this rise in profits fuels the confidence of the capit-
alists, they will increase both their consumption and investment expenditure.

Thus the expansive stimulus is self-sustaining; on the one hand it spreads

from the capital-goods sector to the whole economy, on the other it produces

the strange and miraculous effect of the ‘widow’s cruse’: as the expenditure

of each agent is the profit of another, the higher the aggregate expenditure of

the capitalists, the higher their earnings will be.

The Marshallian element of the model resides in the theory of money

demand, which Keynes, by using the Cambridge equation, formulated in
terms of the quantity of liquid assets the public wishes to hold. Developing

an argument ofRobertson, however, he took a step forward, by distinguishing

between a demand for cash deposits motivated by the needs of transactions

and a demand for saving deposits dependent on psychological factors such as

the state of confidence and the level of bearishness of the public. The bank

interest rate depends on the forces of supply and demand for money. At

this point Wicksell’s cumulative process enters the scene. The monetary
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authorities can lower the interest rate. In this way they will encourage

investment and cause both prices and profits to rise, which, in turn, will

make the entrepreneurs more confident and lead them to increase produc-

tion. Here is the gist of the monetary management policy Keynes supported

in the 1920s. The authorities should not be concerned solely with price
stability, but also, and above all, with the creation of savings and investments.

The treatise was heavily criticized. Here we will limit ourselves to outlining

the most important criticism, the one raised both by Hawtrey and by the

members of the circle of young Cambridge economists who met periodically

to discuss Keynes’s theories, especially Kahn. Basically this criticism refers to

the fact that the ‘fundamental equations’ by means of which Keynes for-

mulated his model are only valid under the hypothesis of full employment;

thus the implications in regard to the ability of the cumulative process and
the monetary policy to reflate the economy in real terms were a non sequitur.

It was a simple and devastating criticism. Keynes felt the punch and,

undoubtedly, this was the beginning of the theoretical travail which was to

lead him to publish, six years later, The General Theory.

The rethinking process, however, had begun as early as 1931. For example,

while the Macmillan Report adopted the theories Keynes had put forward in

The End of Laissez Faire and in the Treatise, a minority of the commission,

including Keynes himself, were sceptical about the possibility of curing
unemployment with monetary policy. Furthermore, and still in 1931, Keynes

gave some Harris Lectures in Chicago in which, for the first time, he tackled

the problem of unemployment in terms of the equilibrium level of production

determined by a given level of investment. In so doing he admitted, even if

only in passing, that an unemployment situation can be an equilibrium.

7.2.3. The General Theory: effective demand and employment

The decisive theoretical leap with which Keynes achieved his revolution

consisted in the abandonment of the disequilibrium analysis typical of the

Treatise and the adoption of a macroeconomic-equilibrium approach. In

order to understand this change it is necessary to begin with Say’s Law. Most
pre-Keynesian critics had rejected this law because of its implications for the

equilibrium between production and expenditure. A criticism of this type

underlies all those savings–investment disequilibrium models which were to

culminate in the ‘fundamental equations’ of the Treatise. In The General

Theory of Employment Interest and Money (1936), Keynes criticized Say’s

Law for a different reason from the traditional one—for its implications

in regard to the direction of the causal link connecting production and

expenditure. In contrast with Say’s law, Keynes argued that it is not pro-
duction which generates expenditure and demand, but the expenditure

decisions which generate demand; then production adjusts to demand. This

argument has three important theoretical implications. The first is that there
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is no longer any reason to waste time analysing the disequilibrium dynamic

processes by which production adjusts to demand; it is sufficient to assume

they are rapid so as to be able to take them for granted; then the analysis

becomes an equilibrium analysis. The second is that it is no longer necessary

to focus on the dynamics of the inter-sectoral composition of production; as
production quickly adjusts to demand, the changes in its structure can be

ignored in the study of the factors determining its level, and this is the main

justification of Keynesian macroeconomic analysis. The third is that, in

order to identify the causes that determine the employment level, it is

necessary to study the factors on which expenditure decisions depend.

To present the theory of effective demand in the simplest way we will use

an expository device invented by Hansen. Aggregate demand is subdivided

into an autonomous component, investment, I, and an induced component,
consumption, C. Consumption varies with income according to function

C¼C0þ cY. Investments are assumed to be given at level I. Therefore the

aggregate expenditure is IþC¼ Iþ C0þ cY. The three functions, I, C, Cþ I

are shown in Fig. 7. The horizontal axis represents produced and distributed

income and the vertical axis represents expenditure. On the 45� line are all

the points in which aggregate expenditure equals income. The equilibrium

point therefore will be E, at which the Cþ I line meets the 45� line. At this

point, the expenditure generates exactly the amount of demand and pro-
duction which will distribute the income, Ye, necessary to finance the expend-

iture itself. As C depends on the level of income, while I is autonomous, the

C + I�

C + I

C
I, S, C

S
I�

E �

E

Ye0

45°

Ye�
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Fig. 7
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latter variable will determine the level of activity. The level of production

determined in this way does not necessarily mean there will be full

employment. However, it is an equilibrium point, in that it guarantees

equality between aggregate supply and demand.

The problem is: in what sense is it possible to speak of investments as
autonomous expenditure if they are, in any case, financed by the savings

created by the equilibrium income? The answer on which the Keynesian

revolution is based is this: it is investments that generate the necessary saving

for financing, not vice versa. In fact, investment decisions are independent of

the amount of available savings. A part of investments, for instance, can be

financed through credit. Given the propensity to consume of the collectivity,

a certain amount of investment will determine, by means of the multiplier, a

certain level of income. The savings stemming from that level of income will
be exactly sufficient to finance those investments. This can be seen from

Fig. 7, where point E 0 represents the equality between savings and invest-

ment. The savings function is S¼Y�C0� cY¼�C0þ sY. Let us assume

that, starting from an equilibrium situation, investments increase by $100 bn.

and that the propensity to consume is 80 per cent. The multiplier will be

1/(1–c)¼ 1/0.2¼ 5. Therefore, income will increase by $500 bn. The pro-

pensity to save is 20 per cent, so that the saving created by the $500 bn. will

be $100 bn., which is exactly the value of the additional investment. Fig. 7
shows that an increase in the investments from I to I 0 will raise the income

from Ye to Y 0
e, while the savings will adjust to the new investment level.

The idea that the levels of output and employment depend on investment

decisions has two important theoretical implications. The first is that, if the

level of employment depends on the level of investment, rather than on its

composition, the neoclassical view that full employment is reached by means

of the changes in relative factor prices, and the consequent changes in rel-

ative demand, is deprived of any theoretical relevance.
The second implication concerned the explanation of the instability of

capitalism. Keynes focused on the problem of why investments did not

normally settle at the level that guarantees full employment. Investments

depend on the marginal efficiency of capital, which is a synthetic estimate of

the future returns of investments, Rt (t¼ 0, 1, . . . n). The marginal efficiency

of capital, r, is calculated as the discount rate that makes the present value of

those returns equal to the cost of the capital goods:

K ¼
Xn
t¼1

Rt

ð1þ rÞt

The higher the expected returns from a given investment, the higher the
marginal efficiency of capital. Keynes added that, for a given state of expecta-

tions, the marginal efficiency of capital decreases as investments increase. In

order to determine the level of investments, therefore, it is sufficient to know
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the interest rate, i, which is taken as an indicator of the cost of finance. The

problem is that the investment returns, on the basis of which the marginal

efficiency of capital is calculated, are not concrete elements, but psycholo-

gical variables which depend on entrepreneurs’ expectations about the future
trends of the economy. However, the future is uncertain and expectations are

volatile. Moods, the state of confidence, and the ‘animal spirits’ of the

entrepreneurs play a key role in the formation of their expectations and,

therefore, in investment decisions. The levels of activity and employment

depend on imponderable, uncontrollable, and extremely unstable psycho-

logical factors. Fig. 8 shows various schedules of the marginal efficiency of

capital, one for each state of confidence, Fi ; those which are further to the

right represent the most optimistic expectations. Investments are determined
in the point where the marginal efficiency of capital equals the interest rate,

r¼ i. It is easy to see that, on a given schedule, investments increase as the

interest rate decreases. However, taking interest as given, investments

decrease as entrepreneurs’ confidence falls. This should be enough to allow

us to understand the profound difference between the notion of ‘marginal

efficiency of capital’ and that of marginal productivity of capital: the mar-

ginal efficiency of capital depends more on psychological factors than on

technology.

7.2.4. The General Theory: liquidity preference

The neoclassical economists consider the interest rate as a real variable, and

determine it as the price of savings. In equilibrium it is supposed to equate

savings and investments. We have seen that, in Keynes, savings adjust to

investments through the variations in income generated by the investments

r, i

F1

I10 I2 I3 I

F2 F3

i

Fig. 8
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themselves. In this adjustment process the interest rate plays no relevant role.

Thus the double problem arises of what the rate of interest is and how it

should be determined in a theory of effective demand. Keynes’s solution was

to consider it as a monetary rather than a real variable, and to determine it

by the forces of supply and demand for money.
In the ‘Cambridge equation’ the quantity theory was formulated in terms

of the quantity of liquid balances which individuals wish to keep in relation

to the income they earn. From this point of view, money is mainly demanded

for its services in the purchasing of real goods. Purchases cannot be com-

pletely planned, as they depend on unpredictable factors; therefore liquid

reserves are also demanded for precautionary motives. And this is the origin

of the liquidity preference theory. Individuals wish to hold liquid assets

because the future is uncertain. Money, the liquid asset par excellence, is
purchasing power that can be used at any moment to face unexpected

eventualities. Therefore, individuals prefer to hold their wealth as money

rather than as any other form of asset. But money is also necessary to finance

investment. The entrepreneurs who invest more than they earn must in some

way obtain the liquidity necessary to finance the investment expenditure. In

order to do this they issue forms of liabilities such as bonds, bills of exchange,

and bank debts, which they try to ‘sell’ in exchange for money. But why

should the economic agents agree to hold their own wealth in the form of
non-liquid assets? If liquidity preference exists, the economic agents who

renounce holding liquid assets must be rewarded. Here is the liquidity pre-

mium: the difference between the returns on non-liquid and liquid assets. In

the simplified case which Keynes dealt with, there is no return on money, and

the liquidity premium is the same as the interest paid on a non-liquid asset

called ‘security’.

In this way, the demand for money depends, not only on the level of

transactions, as was suggested by the Cambridge equation with its emphasis
on the precautionary and transaction motives, but also on the level of the

interest rate. Given liquidity preference, the quantity of money that the eco-

nomic agents decide to hold increases as the interest rate decreases. So, if the

monetary authorities manage to control the money supply, they will also be

able to determine the interest rate. If they have this ability they will possess

an easily manageable policy instrument. We will soon see what great

importance is attached to the two conditions we have emphasized above.

Monetary policy could act on the real economy by means of an ‘indirect
transmission mechanism’ which is now called ‘Keynesian’ in most macro-

economic textbooks. An expansion in the money supply lowers the interest

rate; then, given the schedule of marginal efficiency of capital, investments

are stimulated; finally, by virtue of the multiplier, incomes and employment

also increase. No doubt, in Keynes there are many arguments that justify this

theory of monetary policy. But it is also true that, in the 1930s, abandoning

the views he had held in the previous decade, Keynes became rather sceptical
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about the effectiveness of monetary policy. The reasons for this scepticism

can be found in three factors.

First of all, it is not certain that the monetary authorities are able effec-

tively to control the money supply. Even if in the General Theory Keynes

assumed (although rather for explanatory convenience than for any other
reason) a quantity of money fixed exogenously by the monetary authorities,

on several other occasions he put forward the opinion that the money supply

may adapt in a fairly elastic way to the demand and that, in fact, it is quite

endogenous. Keynes was not able to exploit all the advantages that a theory

of the endogenous money supply offered for his point of view. Instead, as we

will see in more detail in Chapter 9, these advantages were fully exploited in

more recent times by modern post-Keynesian thinkers.

A second group of doubts were derived fromKeynes’s consideration of the
role of speculation in the determination of the interest rate. Money is

demanded, not only to finance productive activity, but also to finance

speculation. The liabilities issued by firms receive a price which depends

solely on the forces of supply and demand. In ‘normal’ times, speculators

behave more or less like any other economic agent. When the prices of secu-

rities increase and the interest rate decreases, speculators expect that, in the

future, prices and the interest rate will return to their fundamental values.

Therefore they will sell securities with the intention of buying them back in
the future. In this way they contribute to stabilizing the stock market. In

‘abnormal’ times, however—and one has the impression that Keynes believed

that times are quite often abnormal on the stock market—speculators do not

take into consideration the fundamental values, but try to make capital gains

by speculating with a very short-run perspective. For example, they buy

stocks when their prices are rising, contributing in this way to making their

prices rise still more. In an epoch of crisis and pessimism the prices of stocks

tend to decrease and the interest rate to rise. Then speculators sell stocks in
the expectation of further price contractions. But in this way they contribute

to the contraction. The rate of interest will go on increasing. This kind of

speculation destabilizes the market and condemns to ineffectiveness the

monetary policies which aim at setting the interest rate in a discretionary

way. The objectives of monetary policy can be frustrated by speculators’

expectations.

Finally, the third set of doubts concerns the possibility of influencing, to a

relevant degree, investment decisions by means of monetary policy. Even if
we admit that the monetary authorities are able discretionally to set the

interest rate, in what degree would a variation in the latter influence the level

of investment? In a minimal way, Keynes argued. It is true that investment

decisions depend on the marginal efficiency of capital and on the cost of

finance. But profit expectations basically depend on the moods of the

entrepreneurs, and these are very unstable. When pessimism predominates,

investments will be postponed until better times, and a reduction in the
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interest rate will not persuade entrepreneurs to change their minds. On the

contrary, in phases of optimism the profit expectations are high and self-

sustaining, so that it is unlikely that an increase in the interest rate will

discourage investment decisions in any significant way. In other words,

investments are inelastic with respect to the interest rate. The curves of
marginal efficiency of capital are almost vertical in the relevant points. This

means that investments are influenced much more by the state of confidence

than by the rate of interest.

So, even if we accept that the first two sets of difficulties can be overcome

and that the monetary authorities are able discretionally to modify the

interest rate without destabilizing the financial markets, this does not mean

that such a policy will be effective in influencing the real variables. It is easy

to understand why the monetary policies upheld by Keynes’s followers after
the SecondWorld War, and adopted by the main industrial nations up to the

1960s, had the simple goal of stabilizing the interest rate.

Keynes’s revolutionary book concludes with an important chapter on the

‘social philosophy towards which the General Theory might lead’. In it he

took up again the subjects he had dealt with ten years before in The End of

Laissez Faire, but came to a more extreme anti-laissez-faire position, con-

ceding a vast area to the exercise of State intervention in the economy. More

sceptical about monetary policy than he had been ten years before, Keynes
had by that time convinced himself that the right of the State to intervene in

the private sector should no longer be limited to credit management and, by

means of it, the savings-formation process. Instead, it should be extended to

two fields in which laissez-faire had most clearly shown its deficiencies: the

determination of the level of output and of income distribution.

On the first subject, Keynes even reached the point of preaching some

form of ‘socialization of investments’. Given that the level of investments

normally tend, in a laissez-faire regime, to lead the economy to underem-
ployment equilibria, the State had the right, or rather the duty, to intervene

in order to ensure full employment. In regard to the distribution of income,

Keynes pointed out that the natural tendency of a laissez-faire regime is

towards the determination of arbitrary and unjust distributive patterns;

and he believed that the large amount of savings generated by very unequal

distribution of income would only serve to keep the level of expenditure and

aggregate demand at a low level, rather than supporting the capital accu-

mulation process. The State should also intervene in this case.
It should intervene, however, without damaging the fundamental tenets on

which the capitalist economy was built: individualism and private ownership

of the means of production. He had become an anti-laissez-faire economist

but he was still a liberal. He believed that State intervention should not

abolish the ‘invisible hand’ but help it to manifest itself and, in a certain

sense, render it visible. This is the origin of the new philosophy of the

‘administered market’, a philosophy that is aptly summed up by Keynes’
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telling statement: ‘Economists are guardians not of civilization, but of the

possibility of civilization’ (quoted in Skidelsky, Keynes, p. 19).

7.3. Michał Kalecki

7.3.1. The level of income and its distribution

Michał Kalecki (1899–1970) is considered by many as a minor Keynesian

and a popularizer of the Keynesian revolution. Sometimes he is recognized

as being a forerunner, but not much more. On the contrary, his work is
important for the history of modern economic thought, not only because he

was the first to formulate the theory of effective demand, nor so much for

the fact that the Kaleckian version of that theory was more realistic than the

Keynesian one, but because of the centrality Kalecki assigned to the problem

of the distribution of income and to the non-competitive context in which he

assumed prices to be determined. His work is important, above all, because

Kalecki, given his non-academic origin and his Marxist background, was

almost completely immune to those doctrinal restraints that on more than
one occasion had confused Keynes’s thought. And it has been quite rightly

pointed out that, precisely for this reason, Kalecki was more Keynesian than

Keynes himself. So much so that, after the Second World War, some of

Keynes’s most coherent Cambridge followers, in the attempt to purify their

master’s work of every anti-Keynesian residue, did nothing but develop a

Kaleckian version of the theory of effective demand and construct a theor-

etical system that could be defined as neo-Kaleckian.

We find the first formulation of the principle of effective demand in a
paper published in Warsaw in 1933 entitled ‘Próba teorji Konjunktury’, and

later published in a shorter version in Econometrica (1935), entitled ‘A

Macroeconomic Theory of Business Cycle’. In the following five years,

various articles came out which were collected together in 1939 in a book

entitled Essays in the Theory of Economic Fluctuations. Other papers and

anthologies were published in the following years. Here we will limit ourselves

to the Selected Essays on the Dynamics of the Capitalist Economy 1933–1970,

published in 1971, a collection of the best of Kalecki’s scientific work.
To explain Kalecki’s theory of effective demand in the simplest way, we

will begin with an equation which defines the national income as the sum of

consumption and investment, Y¼Cþ I. We will separate the workers’

consumption from that of the capitalists. The former, under the assumption

that the workers’ propensity to consume is equal to 1, coincides with the

wage bill, W. The latter is equal to cpP, where cp is the capitalists’ propensity

to consume and P is the level of profits. Then:

I þW þ cpP ¼ Y
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As W¼Y�P, it holds:

I þ Y � Pð1� cpÞ ¼ Y

P ¼ 1

1� cp
I

The last equation incorporates the Kaleckian version of the theorem of the

‘widow’s cruse’: ‘the capitalists may decide to consume and invest more in a

given period than in the preceding one, but they cannot decide to earn more.

It is, therefore, their investment and consumption decisions which determine

profits, and not vice versa’ (pp. 78–9). In this way profits are determined by
investment decisions through a process similar to the Keynesian multiplier.

In the Kaleckian version, however, the role played by the multiplier in the

creation of the savings necessary to finance investments is even more clear.

Since, in this model, only the capitalists save, the increase in profits generated

by a given increase in investments will continue up to the point at which all

the necessary funds have been created to repay the debts with which those

investments were financed.

The problem now is: which level of income and employment is generated
by given investment decisions? After a not very convincing first attempt,

based on the hypothesis that the rate of profit, the profit margin, and the

level of utilization of productive capacity vary in the same direction, Kalecki

finally managed to solve the problem by making use of ‘Bowley’s Law’—an

empirical law, discovered in 1937, according to which the wage share in the

national income is constant through time. In this case also we will simplify as

much as possible. If q¼P/Y is the profit share, then we can transform the

profit equation in the following way:

Y ¼ 1

1� cp

I

q

Given the investment level and the profit share, the lower the propensity to

save of the capitalists the higher the income necessary to supply the savings

required to finance investments.

One final problem remains: the determination of the profit share. Kalecki

assumed three hypotheses to solve this problem:

(1) Perfect competition does not exist.

(2) Average variable costs of the firms are constant up to the point of full

utilization of the plant and/or full employment.

(3) Prices are set by the firms in relation to the average variable costs and
the average price prevailing in the industry in which they operate.

The basic idea is this: because of phenomena such as industrial concen-

tration, vertical integration, productive diversification, and oligopolistic

co-ordination of themarkets, modern large-scale firms possess a discretionary
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market power; and they use this power to fix prices. Therefore, neither

variations in demand nor conditions of scarcity play an important role in

explaining the movements of prices of manufactured goods. From this point

of view, prices depend on variable costs, especially on the cost of labour, and

on the ‘degree of monopoly’ existing in the various industries. The inter-
sectoral diversity of the degrees of monopoly is due to the diverse degrees of

industrial concentration prevailing in the various productive sectors, while

the degree of monopoly in force in each sector depends on the distribution of

market power among the firms of the sector.

Thus, given the degree of monopoly of the various firms, their cost curves,

and their relative contributions to the output of the industry, the average

profit margin of the industry depends on the average degree of monopoly

and does not vary with changes in the level of output. This reasoning can be
extended to the whole economy (which, for simplicity, we assume closed).

Given the average profit margin of the whole economy, the profit—wage

ratio is known. An increase in investment raises aggregate demand. If there

is not full employment or full utilization of plant, the firms can satisfy the

increased demand by expanding production without modifying prices.

Therefore, the level of income can increase with no changes in income

distribution. This depends on the structure of the markets. The lower the

competition, the higher, on average, are the prices with respect to variable
costs, and the higher are the profits with respect to wages. Later Kalecki

reinterpreted the ‘degree of monopoly’ in such a way as to take into account

class conflict and, in particular, the role played by wage bargaining in the

determination of the distribution of income. In this way the theory became

more realistic, but its analytical structure remained basically the same.

7.3.2. The trade cycle

Unlike Keynes, Kalecki used the principle of effective demand, not within a

theory of the level of output, but within a theory of the business cycle. Once he

had determined the output level starting from the level of investment deci-

sions, Keynes had accomplished his task, but Kalecki’s had only just begun,
as he had to solve the problem of determining the level of investments. The

problem of the business cycle is that of explaining fluctuations in the level of

investments.

Kalecki believed that investments depend on profit expectations and the

interest rate. The latter affects investment in that it represents the cost of

finance. However, in all analytical formulations of the investment function

Kalecki ignored the interest rate—a simplification justified by a particular

theory of the term structure of the interest rate and its changes. This theory
seems to be based on a mixture of Marxian and Fisherian doctrines, even if

Kalecki mentioned neither Marx nor Fisher in regard to this matter. The

short-run interest rate varies pro-cyclically, as it is drawn along by real
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profitability. Therefore, if the profit expectations depend on the current rate

of profit and the variations of the latter are stronger than the variations in

the interest rate, the influence of the cost of finance on investment can be

ignored, at least to the degree to which the investments are financed by short-

run credit. This is Marx pure and simple. If instead investments are financed
by the issue of long-run liabilities, the long-run interest rate must be taken

into account. However, according to a theory already put forward by Fisher,

the long-run interest rate is no more than an average of the expected short-

term rates within the time of maturity of the loan. Therefore, the variations

in the long-run rate are always smaller than those of the short-term rates;

and, to the extent to which investments are financed with long-term debt, the

influence of the variations of the cost of finance can be ignored even more

legitimately.
A problem does arise here, however: if there is a permanent gap between

the rate of profit and the interest rate, what prevents investments from

growing indefinitely? Keynes’s solution to this problem consisted of the

assumption of a decreasing marginal efficiency of capital, an assumption

basically justified by the hypothesis of increasing costs in the capital-goods

industry. Kalecki rejected this explanation, substituting one based on the

hypothesis of ‘increasing risk’—a hypothesis for which he drew inspiration

from work by Marek Breit, a Polish economist with whom he had colla-
borated in Warsaw. This hypothesis implies that the risk of bankruptcy

increases with the ratio of investments to total wealth and with the ratio of

debt to investment.

In one of the first versions of his model of the business cycle, Kalecki made

investments depend on the national income (considered as a proxy for the

amount of profits) and on the existing capital stock. The level of investments

is an increasing function of national income and a decreasing function of

capital stock. This is nothing more than a special version of the principle of
adjustment of the capital stock. The cyclical movement of investments is

explained by coupling this principle with some hypotheses relating to the

structure of time lags. An increase in investments raises the capital stock; this

at a certain point will be judged too high to justify a further increase in

investments, which then begin to decrease; when the capital stock is again

considered too low, the cycle starts again. A similar model, but one applied

to shipyard production, was formulated by J. Tinbergen in an article of 1913.

It is worth mentioning this, as Kalecki drew some inspiration from this work.
In a later version of his model Kalecki modified the investment function,

making it depend not only on the level of income (by means of the savings

function) but also on its variations and on the variations of capital stock. The

new model turned out to be a generalization of the old, as well as of various

other models of the multiplier-accelerator type.

It seems that, from the beginning of the 1940s, Kalecki grew increasingly

dissatisfied with this kind of model, even though he continued to work on
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them until the 1950s. In fact, in a 1943 article on the political business cycle

he took a completely different direction, opening a new research field that

proved to be much more promising than that of the mechanistic models of

the multiplier-accelerator type. The article in question is ‘Political Aspects of

Full Employment’, published in the Political Quarterly and then republished
in the Selected Essays. In it Kalecki focused his attention on the possibility of

stimulating an increase in output by means of public spending. However, he

argued, such a policy would meet with opposition from ‘business leaders’.

This opposition could be explained both by ideological factors and by more

specific political-economic factors. The point is that the maintenance of full

employment would bolster workers’ self assurance, reawaken their class

consciousness, weaken the disciplinary function of the fear of unemployment,

stimulate strike activity, undermine the authority of the factory bosses,
and, in the final analysis, could cause social and political changes judged

dangerous by the dominant classes.

Class conflict encouraged by full employment would not necessarily cause

a reduction in profits, given the ability of firms to immediately transfer the

cost increases onto prices. ‘But ‘‘discipline in the factories’’ and ‘‘political

stability’’ are more appreciated by the business leaders than profits. Their

class instinct tells them that lasting full employment is unsound from their

point of view and that unemployment is an integral part of the normal
capitalist system’ (p. 141). Thus, sooner or later the government would be

forced to abandon full employment policies. The consequent depression

would, however, induce the resumption of expansionist policies and the cycle

would begin again.

7.4. Joseph Alois Schumpeter

7.4.1. Equilibrium and development

Schumpeter (1883–1950) was a great admirer of Walras’s work but, as

Keynes with Marshall, he was hindered rather than helped by his master’s

work. In the end he managed to use it to serve his own ends, but not before

having reinterpreted it in his own way, and he still did not succeed in drawing
any great advantage from it in terms of coherence and clarity of vision. We

have no room here to concern ourselves with all of Schumpeter’s scientific

activity, or to mention his historical and sociological works. We will instead

cite his three most important economic books: Theorie der Wirtschaftlichen

Entwicklung (Theory of Economic Development) (1912), Business Cycles

(1939), and Capitalism, Socialism and Democracy (1942).

Schumpeter considered the Walrasian model of general economic equi-

librium as the greatest achievement of nineteenth-century economic science,
the culminating point of a strand of research started in the eighteenth

262 the years of high theory: i



century by Quesnay. In Schumpeter’s view, the general-equilibrium model

aimed at studying the conditions that allow a systemmade up of independent

economic agents to reproduce itself through time. He defined these condi-

tions in terms of the ‘circular flow’ of exchanges which are established among

economic agents when the choices and behaviour of each are compatible
with those of all the others. The equilibrium conditions, when they are

realized, allow the economic system to reproduce itself by maintaining its

own structure unaltered. In this way, the Walrasian model of general eco-

nomic equilibrium was reinterpreted as a stationary-equilibrium model.

The stationary equilibrium is reached by the operation of ‘traditional

economic agents’, agents who behave in an adaptive and routine way. On the

other hand, rational economic agents can follow this type of behaviour only

if the economy actually moves around a stationary-equilibrium path, a
situation in which there are no relevant endogenous changes. A model of

this type is, according to Schumpeter, logically coherent but incapable of

accounting for the really important economic phenomena such as change,

growth, technical progress, or profit.

The real dynamics of the capitalist system is generated by the behaviour of

a type of agent different from the traditional ones: the ‘innovator entre-

preneur’. He aims at making profits, and therefore cannot exist in a system in

which ‘neither profits nor losses’ are admitted. The entrepreneur differs from
the company manager in that he aims at introducing new combinations of

productive factors into the productive process, while the manager simply

endeavours to organize the factors efficiently on the basis of the possibilities

offered by the given techniques. Thus the manager’s income is a functional

income, like the worker’s, and is positive in a stationary equilibrium. The

entrepreneur’s income, instead, arises from a break in the stationary equi-

librium. Profit is created by the difference between revenues and costs, and is

a residual income activated by innovation. It originates, for example, from
the possibility of introducing a new productive method which allows the

production of a given good at lower cost than the competitors, or from the

possibility of exploiting a new market, a new product, a new source of raw

materials, or a new organizational method before the competitors. Therefore

this income, which is in fact a monopoly rent, is of a temporary nature.

Competition will induce, sooner or later, the diffusion of innovations and,

with it, the gradual elimination of the entrepreneur’s differential earnings. At

the end of the diffusion process—in which the imitator entrepreneur is at
work—the economy will again approach equilibrium, the rate of growth in

productivity and production will stop, and firms will again make ‘neither

profits nor losses’. The temporary advantages arising from the innovation

have gone to the entrepreneur, but society has drawn a permanent advantage

from the innovation in the form of a reduction of prices or an increase in the

range of products available. The innovative process is incessant and,

although no single entrepreneur can ensure himself a permanent income
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from a single entrepreneurial act, the class of entrepreneurs as a whole

continually makes profits.

A conception of the competitive process emerges from this theory which is

totally different from the neoclassical one. Schumpeter found little interest in

the traditional theory of atomistic and static competition. He denied the
importance of the idea that there are markets characterized by a large

number of competitors, and also opposed the idea that agents aim at max-

imizing profits in the short run by taking prices as parameters and techno-

logy as given. In the real world, Schumpeter argued, competition occurs

withinmarkets in which, usually, a few large firms operate. Each tries tomake

profits, not statically, by choosing the quantity to produce under the con-

straints represented by the available technology at a given moment, but

dynamically, by choosing an innovative long-run strategy. It is not by
accepting the technological constraints, but by breaking them, that firms

compete with each other. The competitive process is one of ‘creative

destruction’—as Schumpeter called it—a process that triggers economic

growth by continually destroying the old while creating the new.

Of course this theory does not refer to an abstract ‘market economy’;

rather, it takes the capitalist economic system as its own subject of study.

This means that Schumpeter is closer to the classical economists and Marx

than to the neoclassical economists and Walras. And, just like Marx,
Schumpeter did not limit himself to defining capitalism historically, but also

tried to study its structural transformations in an evolutionary way: on the

one hand, the phases of its development and, on the other, the conditions for

its transformation into something else.

He argued that the evolution of capitalism was marked by two great

epochs: ‘competitive capitalism’ and ‘trustified capitalism’. The first is

characterized by a large number of small firms in which the entrepreneurial

function is performed by the owner of the capital, the innovative process
takes place through the creation of new firms, and competition operates by

means of the bankruptcies of inefficient and obsolete firms. The second, on

the other hand, is characterized by the existence of large firms. Technical

progress is planned by the firms themselves, and growth occurs by means of

the increase in company size rather than in their number.

A problem which worried Schumpeter was this: who carries out the

entrepreneurial function in trustified capitalism? To the extent to which

technical progress originates in the research and development departments
of large firms, the capitalist who owns the capital and the entrepreneur-

innovator capitalist are no longer the same person. Innovation increasingly

becomes a concern of employees and managers, if not even of research

teams. In this way the bourgeois class, which had initiated the process of

modern social transformation by risking its own wealth, tends to disappear,

along with its ethical and political values. On the other hand, with the

emergence of other social classes and values, there is the tendency to legitimize
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political conceptions that justify State intervention both in productive

activity and in the distribution of income. In this way, while the impulse

towards individualistic accumulation of capital weakens, the social drive

towards the construction of an economic organization based on central

planning is reinforced.

7.4.2. The trade cycle and money

Economic growth, according to Schumpeter, does not take place through
time in a regular way, but through cyclical fluctuations. Or, rather, it is

precisely the cyclical movement that is the regular evolutionary form of the

capitalist economy. The main reason for this is that innovations tend to

appear in clusters in determinate periods. These clusters of innovations, by

breaking the stationary equilibrium, trigger the development process. They

increase the aggregate expenditure on investment goods, and this induces

increases in production levels in all industries. Prices and profits also increase,

while many economic initiatives are prompted, even of a speculative nature,
which would not have been judged likely to succeed in a stationary-state

economy. As the diffusion process of innovations spreads, however, prices

tend to adjust to costs, profits are gradually eliminated, and the economy as a

whole approaches a new equilibrium. Moreover, the depression may be

aggravated by deflationary impulses arising from the need of the entrepre-

neurs to repay the debts with which they have financed the innovations. So

the economy, rather than stabilizing itself along an equilibrium path, may

enter into a deep trough of depression—which serves, if for nothing else, to
expel from the market all those more or less foolhardy economic initiatives

made possible by the preceding period of prosperity.

The main theoretical problem of this model is this: why should innova-

tions tend to distribute themselves unevenly over time, if inventions are

distributed randomly? The solution suggested by Schumpeter is not very

convincing, yet still attractive. The introduction of innovations entails

breaking down strong social and psychological resistance from the tradi-

tional agents. This resistance means that the inventions are not immediately
transformed into innovations, but remain, we could say, inert for a while. In

this way a potential of unexploited innovations mounts up. Nevertheless,

once part of the resistance has been overcome or weakened by some major

innovative actions, it becomes easier for the other entrepreneurs to avoid being

slowed down by the resistance. Thus many other innovations follow suit, like

a swarm: one or a few make the breakthrough and all the others crowd in

behind, and the innovative potential is off-loaded all at the same time.

Schumpeter believed that the duration of the cycles basically depends on
the type of capital goods in which technical progress is incorporated, but it is

not quite clear if the factor of periodicity is related to the duration of the

capital goods or to the time necessary for the diffusion of the innovations to
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be completed. However, more from an empirical basis than anything else,

and drawing from his deep and wide historical knowledge, he distinguished

three different types of fluctuations, characterized by three different orders

of periodicity: Kitchin cycles, of an average length of forty months; Juglar

cycles, which average a decade; and Kondratief cycles, lasting from fifty to
sixty years.

An interesting feature of Schumpeter’s theory of the business cycle con-

cerns the monetary factors of economic dynamics. The central problem of a

growing capitalist economy is that of financing innovative investments.

Entrepreneurs who wish to exploit an innovation do not, generally, have the

finance necessary to do so. Finance comes from profits, but innovations only

produce profit after they have been activated, which is often quite a long time

afterwards. Therefore, credit is necessary. The banking system does not limit
itself to redistributing the savings from the savers to the users. The banks,

with credit, create new money, i.e. they produce new purchasing power,

liquidity added to the existing stock of money; and it is this added liquidity

which allows entrepreneurs to finance innovations and society to increase the

stock of capital. In real terms, credit produces a sort of forced savings. In

fact, it allows entrepreneurs to appropriate tangible resources they have not

produced, and, by means of inflation, forces traditional agents to give up

part of the resources they have produced. Thus, credit serves to transfer
resources from consumption to investment and from less productive to more

productive investments.

On the other hand, it is precisely this greater productivity of innovative

investments that explains the rate of interest, which, for the banks, is the

selling price of credit, while, for the entrepreneurs, it is the cost of finance.

Therefore it is a monetary variable. Its existence is made possible by the

existence of profits. In fact, only if there are profits are the entrepreneurs

prepared to pay interest. This is why Schumpeter thought that the rate of
interest had to be zero in an economy in stationary equilibrium. And this is

why he was sceptical about those neoclassical theories that try to explain the

interest rate in terms of a certain equilibrium relationship between the (psy-

chological) sacrifice inherent in the act of saving and the advantage derived

from its productive use.
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8

The Years of High Theory: II

8.1. The Theory of Market Forms

8.1.1. The first signs of dissent

Marshall’s theoretical system, perhaps precisely because of his wish to

understand the real world and his attempt to link social evolutionism to the

utilitarian ethic, ended up by assuming an ambiguous character and pro-

voked a critical reaction. This was due, among other things, to the vulgarized

interpretations of Marshall as preached by his followers. The Principles,

besides being a great work of economics, represents an impressive book of

‘sociology’ of nineteenth-century English capitalism, and is permeated by a

deep sense of history. But Marshall’s followers chose to develop only the
analytical part of the book, ignoring its cultural and philosophical back-

ground. This unfortunate gap between Marshall’s intentions and those of his

followers led to more than a few misunderstandings.

At Cambridge, where Marshall’s influence was to last a long time, the first

signs of dissent had already appeared at the beginning of the 1920s. At the

centre of these criticisms was the question of the compatibility between

the hypothesis of perfect competition and the partial-equilibrium method. In

the Principles, Marshall had discussed the existence of different productive
sectors characterized by decreasing, constant, and increasing costs. It follows

that the long-run supply curve of the sector is not necessarily rising, but may

be horizontal or falling. Now, it is impossible to establish a priori which of

the three situations is most plausible or probable. It is a matter which must

be ascertained case by case, with reference to the specific type of sector under

consideration. However, it is possible to say, in general, that there is no ‘law’

of long-run supply establishing a direct relationship between prices and

quantity, in the same way in which it is possible to speak (albeit with reserve)
of a ‘law’ of demand establishing an inverse relationship. In the long run, and

at the sector level, there is no ‘law of variable proportions’ which generates a

rising supply curve.

The problem of the empirical identification of industries and of the various

cost regimes that predominate in them was first raised by the Cambridge

economic historian John Harold Clapham. In 1922, by criticizing economic

theory of his time for being too abstract and formalist, Clapham pointed out

the frustrations faced by applied economists in trying to utilize, in empirical
research, Marshall’s division of industries into the three types of increasing,



constant, and decreasing costs. In the controversy that followed, Pigou tried

a defence of Marshallian orthodoxy with the intention of preserving the

theoretical support it gave to the policies he had proposed in The Economics

of Welfare. In his view, the state should try to maximize social welfare by

taxing the firms facing decreasing returns to scale and subsidizing those
enjoying increasing returns. His daring conclusion was that, if empirical

observation did not confirm the theory of supply based on non-proportional

costs, this must be due to the backwardness of the statistical documentation

and methodology.

8.1.2. Sraffa’s criticism of the Marshallian theoretical system

Piero Sraffa followed a substantially different line of attack in ‘Sulle relazioni

tra costo e quantità prodotta’ (1925). With the partial-equilibrium method it

has to be assumed that the market investigated has to be separate from all

other markets so that what happens in it does not influence the prices of the

other goods in any relevant way. Now, in a sector characterized by increasing
(decreasing) costs, an increase in production will cause the prices of the

productive factors to increase (decrease). Therefore, if one wishes to continue

to reason in terms of partial equilibrium, it is necessary to postulate that the

inputs, whose prices increase (or decrease) with production, are those that

are utilized only by the industry in question. Otherwise, the variations in their

prices would modify the prices of the goods produced in other sectors.

But, obviously, this is a drastic hypothesis: ‘It is only possible to use the

impressive construction of decreasing productivity’, writes Sraffa, ‘for
studying a very small category of goods, those in whose production the

totality of a productive factor is used up’ (p. 314).

But this is not all; in order to uphold the logical coherence of the

Marshallian edifice, it is also necessary to postulate that the economies (or

the diseconomies) of scale are external to the firms but internal to the sector.

In fact, if they were internal to the firm, the latter would be encouraged to

expand (contract) its own level of activity, and would eventually become a

monopolist in its industry (or pull out of the market). Both cases are
incompatible with the hypothesis of competition. If, on the other hand, the

economies or diseconomies were external to the sector, a partial-equilibrium

analysis would no longer make sense, and it would be necessary to move to a

general-equilibrium approach.

Sraffa’s attack on the logical coherence of the Marshallian edifice was

more devastating than criticism concerned with its scarce empirical

relevance. The gist of Sraffa’s criticism is that the Marshallian theory of

competitive equilibrium cannot escape from the following dilemma: either it
is contradictory or it is irrelevant. The only case which is logically compatible

with the partial-equilibrium analysis of a perfectly competitive sector is that

of constant costs. But in this case the ‘classical and neoclassical synthesis’ of

271the years of high theory: ii



Marshall (and of Pantaleoni, whom Sraffa also had criticized) basically led

to the same results as classical economics: prices are determined exclusively

by the costs of production, while the conditions of demand only contribute

to determine the quantities produced.

Sraffa’s 1925 article interested Edgeworth so much that he suggested to
Keynes he should ask Sraffa to write a shorter article on the same subject for

Keynes’s journal. The new article appeared in The Economic Journal in 1926,

with the title of ‘The Laws of Returns under Competitive Conditions’. It was

extremely important, both for its critical content and for the power of its

positive conclusions. The article immediately provoked an appreciative

reaction, especially from Keynes, and welded the friendship which brought

Sraffa to Cambridge.

After a reformulation of his 1925 criticism, Sraffa noted that increasing
returns are de facto important in industrial sectors, and consequently that the

typical cost curve of these sectors is probably negatively sloped. Thus, rather

than developing an analysis of competitive markets on the basis of the

hypothesis of constant costs (as it would have been natural to expect) he

started off along a completely different track: ‘to abandon the path of free

competition and turn in the opposite direction, namely, towards monopoly’

(p. 542). This is the origin of the line of research known as ‘the theory of

market forms’ which was to surface, a few years later, in the work of
Robinson and Chamberlin. Sraffa pointed out the existence of market

imperfections which are not simple frictions but are themselves active forces

which produce permanent and even cumulative effects on prices and

quantities; furthermore, he argued that these obstacles to competition are

‘endowed with sufficient stability to enable them to be made the subject of

analysis based on static assumptions’ (p. 542). Among the obstacles to the

regular operation of a perfectly competitive market, Sraffa indicated the

possession of specific natural resources, legal privileges, and control of a
given percentage of total production.

The criticism of the long-run partial-equilibrium analysis developed in two

directions, both indicated by Sraffa himself. The dilemma created for the

traditional theory of perfect competition by the assumption of decreasing

costs can be solved either by introducing a demand curve for the single firm

which descends from left to right, or by abandoning the partial-equilibrium

approach in favour of general equilibrium, so as to be able to take into

account the movements of the cost curves induced by economies external
either to the firm or to the sector.

Sraffa agreed that the first of these two alternatives had a greater

explanatory value. What actually prevents the unlimited growth of a firm is

not, in his opinion, an increasing cost curve but a decreasing demand curve.

In fact, it is true that, in the decreasing-cost sectors, the firms rarely become

really large scale. The solution proposed by Sraffa presupposed ‘the absence

of indifference on the part of the buyers of goods as between the different
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producers’. This absence was attributed to causes such as ‘long custom,

personal acquaintance, confidence in the quality of the product, proximity’,

and implied a willingness ‘on the part of the group of buyers who constitute

a firm’s clientele to pay, if necessary, something extra in order to obtain

the goods from a particular firm rather than from any other’ (p. 544). Thus,
beginning with the identification of a logical difficulty within the Marshallian

analysis of competition, Sraffa ended up by opening a new field of research

which was immediately accepted in Cambridge, especially by Joan Robinson.

8.1.3. Chamberlin’s theory of monopolistic competition

In 1933 Edward Chamberlin published The Theory of Monopolistic

Competition. In this work he acknowledged that real-world markets do not

operate in perfect competition, and rejected the idea of the firm as a passive

price-taker. On the contrary, he maintained that the firm is able to influence

the demand decisions for its own products by means of product differenti-

ation, promotional activity, and advertising. This was the origin of a new
theory, a theory of markets which are neither in perfect competition nor

under monopoly, even if—as already mentioned—Pareto was the first to

outline it in the Manual.

The theory of monopolistic competition rests on two basic assumptions:

(1) The majority of firms set their sale prices; i.e. they are price-setters: this

means that single firms retain some monopoly power and, if they

increase prices, they do not lose all their customers, as happens in

perfect competition.

(2) There is no natural monopoly in the majority of the productive sectors;

if extra profits are made in a given sector, this encourages new firms

to enter; in other words, the firms operate within a context which is,
to a certain degree, competitive.

There is agreement among the various authors on these points. The differ-

ences arise in regard to the conclusions that can be drawn. This is due to the

fact that the entry of new firms on the market produces two different effects.
On the one hand, competition encourages the entry of new firms, which

contribute to eliminate the extra profits. This process leads to the creation of

‘too many’ firms—too much respect to the number of consumers. On the

other hand, the entry of new firms increases the variety of products and thus

raises the customers’ welfare, at least to the extent to which the latter are able

to choose from a wider range of products. But, since firms do not have the

opportunity to appropriate the consumer surplus, as would be possible in a

monopoly, they will have little incentive to differentiate the product. Which
of the two effects predominates will depend on the circumstances.

Even though Chamberlin and Robinson reached the same solution in

regard to the equilibrium of the single firm and the sector, there were more

273the years of high theory: ii



than a few important differences in their work. Their theoretical roots were

also different: while Robinson in the introduction of her book acknowledged

Sraffa as her source of inspiration, Chamberlin took the trouble to point out

that most of his conclusions had already been set out in the dissertation he

had presented at Harvard in April 1927, which he had written under the
supervision of Allyn Young without having first read Sraffa’s article.

There are several difficulties with Chamberlin’s model. First, the hypo-

theses of product differentiation and atomistic behaviour do not seem

compatible, for the simple reason that firms are always aware of the actions

and behaviour of competitors who offer close substitutes. The second diffi-

culty is that product differentiation, in that it leads to an entry barrier, is not

compatible with the assumption of free entry into the sector. Finally, product

differentiation tends to make the notion of an industrial sector meaningless.
More specifically, it is incompatible with the device of the ‘representative

firm’ in the Marshallian sense, so that it becomes necessary to take into

account the relationships between individual cost and demand curves.

These were the principal points raised by the critics. Stigler, in particular,

argued that the definition of group of firms is ambiguous. In fact, the

hypothesis that each firm neglects, or does not consider, the effects of its own

decisions on the behaviour of other firms of the group, on the one hand, and

the hypothesis that demand and cost curves are basically the same for every
productive unit, on the other, do not justify nor even render plausible the

concept of group. For the hypothesis concerning the uniformity of the

demand and cost curves not to be devoid of meaning, the group must be

defined in such a way as to include only firms that sell homogeneous pro-

ducts. But if this is the case, there is no reason to assume that the demand

curves of the single firms are downward-sloping.

Other authors have focused their attention on the logical weakness of the

way in which Chamberlin arrived at the determination of the long-run
equilibrium position. Harrod, for example, pointed out that Chamberlin’s

firm, in order to determine the quantity produced and the optimum size of its

plant, uses a short-run marginal-revenue curve and a long-run marginal-cost

curve, and ends by setting the price at a level which encourages new firms to

enter the market. But this, by reducing the market share of each firm, would

determine a leftward shift of the marginal-revenue curve. Harrod’s analysis

led to the conclusion that the margin of unused capacity, if it exists, is

markedly less than that indicated by Chamberlin.
Of course, these sharp criticisms do not lessen the importance of

Chamberlin’s work, which will always remain an ingenious, if incomplete,

solution to the dilemma posed by decreasing costs. Furthermore, in addition

to the important notion of product differentiation which Chamberlin

introduced in the theory of price, the notion of promotional sales activity is

an element of undoubted realism. Not only this, but the invention of the

ex ante and ex post demand curves was to give rise to a whole series of further
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theoretical contributions, among which it is worth recalling the kinked

demand curve, widely used in the study of the structure of oligopolistic

markets.

The Theory of Monopolistic Competition aroused considerable interest in

the 1940s. Among those who have attempted to deepen and extend Cham-
berlin’s work we must recall Robert Triffin, who tried to introduce imperfect

competition into the general-equilibrium model. However, he ran up against

the problem of the determination of the number of firms operating in

equilibrium.

In conditions of perfect competition the extra profits of firms operating in

a given sector are a symptom that room exists for new firms. But how is it

possible to establish the number of firms in conditions of monopolistic

competition? It is obvious that there is no reason to postulate a tendency
towards equality of costs and earnings of all firms operating under such

conditions (as can be postulated, by contrast, under perfect competition).

Nor are there reasons to assume that the entry flow of firms confident of

finding a favourable niche and the exit flow of firms making losses eventually

come to a stop. Reading the pages Triffin dedicated to the problem of entry,

it is easy to see how this fundamental problem of a general theory of market

equilibria remains basically unresolved.

8.1.4. Joan Robinson’s theory of imperfect competition

The Economics of Imperfect Competition by Joan Robinson was also pub-

lished in 1933. Grandniece of the Christian socialist F. D. Maurice and
daughter of a general, Joan Robinson assimilated with ease the humanit-

arian and reformist spirit of Cambridge Pigouvian economics. The core of

Pigou’s social philosophy consisted of the idea that scientific research should

aim at identifying those deficiencies of the economic system which could be

remedied by government intervention. Robinson’s intellectual debt to Pigou

is notable, both in general (e.g. on the subject of market failures) and at more

specific levels (e.g. in the explanation of the equilibrium of the industrial

sector by means of specifying the equilibrium conditions for single firms).
She also followed Pigou in regard to method. She herself presented her book

as ‘a box of tools [that] can make only an indirect contribution to our

knowledge of the actual world’ (p. 1). The book was directed at the analytical

economist; there was nothing in it for the businessman.

Robinson’s austere view of economic theory may seem strange in the light

of her declaration that the principal aim of economics is to contribute to the

welfare of mankind. It is certain that her book gave a powerful thrust to the

development of formalism in economics, a development that Robinson was
to view with dismay after her ‘conversion’ to Keynesianism in the 1940s.

One achievement of Robinson was to rescue from oblivion Cournot’s

notion of marginal revenue. Marshall and his students, in the graphic
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exposition of the problem of profit maximization, had made use of the total

cost and revenue curves, thus generating more than a few cases of ambiguity.

The utilization of the apparatus of average and marginal curves is one of the

results of Robinson’s work, in which is also to be found, for the first time, the

general relationship between average and marginal curves.
Robinson accepted the idea of the equilibrium of the group presented in

the last part of Sraffa’s essay and developed it, with the help of Richard

Kahn, removing the simplifying hypothesis that the number of firms, and

therefore the set of products, is fixed. The resulting analysis seems more

general than that of Sraffa, but also less robust. The problem lies in the

demand curve. Marshall had considered a monopoly in which a single firm

controls the industry; the demand curve of the industry is therefore the same

as that of the monopolist. Sraffa’s monopolists, by contrast, have no privi-
leged access to the demand curve of the sector. A price increase by a firm

would provoke the transfer of some of its customers towards other industries

and/or towards rival producers in the same industry. Robinson realized the

difficulties in Sraffa’s way of treating the demand curve of the single firm,

but, rather than run the risks of dealing with these, she chose to set them

aside. Her stratagem was to deal with the problems posed by the interde-

pendence among firms by postulating that these had already been resolved in

a previous stage of the analysis; and this is still today a frequent practice,
especially in the theory of oligopoly. Robinson was aware of the ‘misdeed’,

but certain difficulties must be ignored if one wishes to get on with the

analysis!

In the period of the publication of The Economics of Imperfect Competi-

tion, most economists did not perceive the deliberate sense of irony in the

use of the adjective ‘imperfect’. Chamberlin himself, in an article of 1950,

wrote:

Imperfect Competition followed the tradition of competitive theory, not only in

identifying a ‘commodity’ (albeit elastically defined) with an ‘industry’, but in

expressly assuming such a ‘commodity’ to be homogeneous. Such a theory involves

no break whatsoever with competitive tradition. The very terminology of ‘imperfect

competition’ is heavy with implications that the objective is to move towards

perfection. (p. 87)

The veiled accusation here is that the Cambridge economist, far from

achieving a breakthrough in the theory of competitive value, gave shape to
an elegant continuation of the Marshallian tradition. And yet, in the

introduction to the final edition of 1969, Robinson explicitly stated that it

had been her precise intention to show that, if one attempts to construct a

logically coherent marginalist theory of the firm, a conclusion will be reached

which is in contrast to the neoclassical view of the world: that the free

operation of market forces leads to an economic structure in which unsat-

isfied consumers’ needs and excess capacity of firms can coexist.
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The argument is, in short, the following. A firm in perfect competition can

sell all that it wishes without influencing the price, for the simple reason that

its increasing cost curves prevent it from producing more than a small

percentage of the total output. By contrast, the firm with decreasing cost

curves is unable to expand its sales without lowering the price of its output.
On the other hand, if the demand curve of the firm is decreasing, so will the

marginal revenue curve, so that, beyond a certain point, sales will bring forth

negative marginal revenues. But before this point is reached the marginal

revenues will begin to be lower than the marginal costs. An attempt to

expand sales reduces the profits of the firm, so that it has no interest in

pushing other firms out of the market. This is the type of limited competition

Robinson tried to formalize in her book.

The implications for welfare economics are worrying: the market
mechanism operates in such a way that not only are the workers not paid

according to the full value of their marginal productivity, but even the

principle of consumer sovereignty is impaired. This theory was very influ-

ential in the anti-trust policies taken up by many Western countries in the

1940s and 1950s.

Towards the end of the 1930s, Robinson changed her research interests

and focused on Keynesian theory. Not only she abandoned the debate which

her book had opened, but even underrated the theoretical value of her own
contribution. In Chapter 9 we will consider the results of this shift. Here,

instead, we will briefly discuss the argument put forward by Robinson in an

article published in 1934 in the Economic Journal, ‘Euler’s Theorem and the

Problem of Distribution’. The problem was that of the exhaustion of the

product in the marginalist theory of distribution. It is an important paper,

and received a great deal of attention during the 1960s. Wicksell’s solution

(it will be recalled) had led to the following question: what happens if the

number of potential entrepreneurs is so small that, even in equilibrium,
positive profits exist?

Robinson’s reply was that the competitive equilibrium profit coincides

with the marginal productivity of the entrepreneurial ability for the industry.

Robinson began by observing that a central requirement of the theory is that

the rate of remuneration of a service is proportional to its marginal pro-

ductivity. This requirement cannot be satisfied by entrepreneurial ability if

the marginal productivity refers to the firm. In fact, if the entrepreneurial

ability is assumed to be a variable input, the problem would remain unre-
solved, because profit is defined as the income of the entrepreneur net of the

remuneration of the variable factors, including entrepreneurial ability.

Therefore, profit cannot be equal to the marginal contribution of entre-

preneurial ability. Then, the latter must be considered as a fixed productive

factor. But if this is the case, it is impossible for the profit to be proportional

to the marginal productivity of the entrepreneurial ability, since a fixed

factor does not have a marginal productivity. Robinson’s idea was to shift
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attention from the firm to the industrial sector. Now, the overall output of a

sector varies, in general, with variations of the number of firms. The mar-

ginal productivity of a firm can be defined as the increase in output following

its entry in the industry, given the level of inputs. Then profit will be equal to

the marginal productivity of the firm for the industry to which it belongs.
Notwithstanding the ingeniousness of the construction, the basic problem,

which is that of the nature of entrepreneurial ability, remains: what is

entrepreneurial ability in a static-equilibrium context? The remuneration of

entrepreneurs is positive when entrepreneurial ability is scarce. But why, in a

static world, should all the firms not have the same technological knowledge

and the same organizational ability?

8.1.5. The decline of the theory of market forms

After a promising beginning, the new theory of market forms gradually fell

into decline, leaving the field free for the alternative mentioned above:

general-equilibrium theory. In effect, the conceptual settling of Robinson
and Chamberlin, rather than opening a new phase of theoretical reflection,

closed an old one. The hypothesis of perfect competition, originated within

neoclassical theory to respond to the need for logical coherence rather

than for realism, led to a restriction in the heuristic power of the theory; but

the general-equilibrium theorists were well aware of this. The theory of

imperfect competition aimed to overturn this scale of priorities by focusing

on the realism of its hypothesis. But the theoretical apparatus used was

identical to the traditional one. In particular, the traditional scheme of profit
maximization was still adopted. What were the consequences?

An imperfect market is by definition one in which the flow of sales that the

firm expects is inversely related to the price of the product. The main dif-

ference between an imperfect and a perfect market is that, in the latter, a

single firm can freely increase sales at the current price; and only if a large

number of firms try to do the same at the same moment will the price

decrease under the impersonal action of the market. If, on the other hand, the

market is imperfect, sales can increase only if, before and individually,
the single firms have revised their prices (here we are not considering sales

expenses or product diversification). In such circumstances, the decision to

decrease the price precedes any attempt to increase sales, and is also a non-

anonymous decision.

Now the decision to lower the price depends both on the form of the price–

quantity trade-off around the starting point and on the cost function. The

first element depends, in turn, on two conjectural elements: the character-

istics of the particular market of the firm and the expected counter-moves of
competitors. This means that the choice of a business strategy in imperfect

markets includes at the same time a wealth and an oligopolistic aspect. The

wealth aspect concerns the goodwill necessary for the firm to continue to
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exist; the oligopolistic aspect concerns the interdependence of the decisions

of rival firms.

It follows that, in the presence of market imperfections, the identification

of the optimal behaviour is separate from the decision to approach an

optimal position by means of price adjustments: decisions can be blocked by
the fear of sharp reactions by competitors or unforeseen responses from the

particular market. The problem was brought out in 1959 by Kenneth Arrow,

who observed that, the more uncertain the situation, the more sticky are the

prices. This observation has been overlooked, and continues to be so by all

those, Robinson and Chamberlin included, who have dealt with the beha-

viour of the firm in imperfect competition with the usual scheme of profit

maximization. The basic error of this approach is to take it for granted that

the identification of the optimum coincides with the decision to realize it. What
distinguishes the actions of firms which operate in imperfect markets is,

instead, the fact that they may deliberately choose not to try to reach the

optimal position.

This creates tensions within the neoclassical approach to partial equilib-

rium, since the hypotheses ensuring the existence of an equilibrium conflict

with those required to ensure that an equilibrium is reached. The result was

that the formal rigour of the Walrasian analysis of perfect competition was

lost, without, however, any great gains in terms of realism. The theory of
imperfectly competitive market forms has not given the hoped-for results

precisely because it was a theoretical compromise.

An attempt at rationalization had already been made by Jacob Viner in

1931 with the proof of the envelope theorem: the long-run average-cost curve

is the envelope of the short-run average-cost curves. The ‘U’ shape of the

former was derived from the law of returns to scale, according to which unit

costs decrease with the increase in plant size up to the point that the optimum

size is reached, in which all possible economies of scale are fully exploited.
Above this size, diseconomies of scale are generated and the unit cost curve

begins to rise. But what causes these diseconomies of scale? It is certainly not

factors of a technological nature. If it were so, in fact, they could be avoided

by doubling, tripling, etc. the optimal plant size. The deus ex machina was

found in the inefficiencies of managerial activity: the turning point of the

long-run average-cost curve was attributed to diseconomies of scale of a

managerial nature. The large size of the firm requires management methods

different from those suitable for small and average-sized firms. Therefore,
if size increases with no parallel modification in management and control

structures, there will sooner or later be an increase in costs because of

managerial inefficiency.

It is easy to see the fragility of this line of argument. First of all, why

should the management methods not also adjust to the size of the firm? After

all, management ability is a resource susceptible to improvement and

innovation. Indeed, in modern times, it is precisely management that has
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registered the greatest progress. Second, as Florence and Andrews were to

point out later, the diseconomies of managerial nature, when they do appear,

have little influence on the technical economies generated by the size of the

plant. This means that the long-run average-cost curve would be more likely

to assume an ‘L’ than a ‘U’ shape.
It was not until the 1970s, however, that these criticisms were able to

develop into an alternative strand of research to the traditional neoclassical

approach. This happened with the synthesis proposed by W. Novshek and

H. Sonnenschein in ‘Cournot and Walras Equilibrium’ (1978). It remains a

fact, however, that the strand of research initiated by Chamberlin and

Robinson has contributed to generating a special ‘orthodoxy’ that has

remained in many microeconomic textbooks.

8.2. The Theory of General Economic Equilibrium

8.2.1. The first existence theorems and von Neumann’s model

The impasse in which general-equilibrium theory had remained trapped in
the pre-war period was due to the problem of the existence of solutions. The

economists in this field had not gone much beyond counting the unknowns

and the equations. In order to make further progress it was necessary for new

scholars to enter the field who were ‘more mathematicians than economists’.

A groupwith these characteristics did form, thanks to thework and support

of KarlMenger, and became one of themost remarkable groups in the history

of economic analysis. Karl Menger, son of the great Austrian economist Carl

Menger, was an active member of the Vienna Circle, from which he drew the
bases for an axiomatization and a definitive consolidation of the scientific

work according to the Geometry model of the great Austrian mathematician

David Hilbert. In the 1930s Menger established a permanent series of semi-

nars, the Mathematisches Kolloquium, which were attended by many of the

most important mathematicians and logicians of the period, includingGödel,

Alt, von Neumann, and Tarski. At the Kolloquium both pure and applied

mathematical works were discussed, and among the latter were some of the

most important works on mathematical economics of the 1930s. In these
works, it was not so much the substantial aspects of the applications of

mathematics to economic problems that were discussed but rather the

underlying mathematical tools, so that the great mathematicians, who were

relatively inexpert in economics, were able to take part. This was the beginning

of a de facto separation between economics and mathematical economics; the

latter being considered as the application of mathematical techniques by

professional mathematicians, who aremostly uninterested in economics itself.

The attitude of the participants of the Kolloquium towards traditional
economic theory is well summed up by the contempt in which John
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von Neumann held the works of contemporary economists, judging their

mathematics ‘crude and primitive’, as if mathematical standards could judge

the validity of economic research. Given these premisses, it is easy

to understand why the Kolloquium focused its attention on the problem of

existence: this was the most suitable problem to be treated in purely math-
ematical terms.

In the beginning, however, the proof of the existence of an equilibrium for

a general case was not the object of special attention; the starting point was,

instead, a case of fixed production coefficients. It was Frederik Zeuthen who

proposed an ingenious solution to one of the main technical difficulties of the

general-equilibrium model: the constraints requiring that the quantities of

utilized resources are not higher than those available take on the form of

inequalities. He then introduced a ‘slack’ variable, measuring the value of the
unused resources; in this way each constraint could be written under the

form of an equality.

However, Zeuthen did not manage to demonstrate the existence of

solutions, not even for the ‘simplest’ problem. Neither did Schlesinger,

a successful banker fond of economics who was an active member of the

Kolloquium. Schlesinger financed the studies of Abraham Wald, a young

mathematician of Romanian origin, who took part in the meetings from

1930 onwards. It was Schlesinger himself who assigned Wald the problem of
the existence of general equilibrium. Armed with the suggestions of Zeuthen,

who had also been recommended to him by Schlesinger, Wald managed to

prove the existence of solutions for a stationary system of linear equations

under some key hypotheses of convexity and non-saturation, hypotheses

which have continued to be used in the literature. Contrary to what a great

many members of the Kolloquium believed, the importance of Wald’s result

lay precisely in its having demonstrated that the existence of an equilibrium

can be ensured only by imposing important restrictions on individual pre-
ferences and the technology employed, and that it is impossible to obtain it

under completely ‘general’ mathematical hypotheses. As Debreu was later to

discover, the real difficulty in the ‘interesting’ demonstrations of existence is

exactly that of imposing restrictions on behaviour and technology that are

the least arbitrary possible but are at the same time significant from the

economic point of view.

With the escalation of Nazism, the Kolloquium disbanded. At this point,

another of the ‘great figures’ who had attended the meetings took on a key
role: Oskar Morgenstern, a fervent member of the Kolloquium, a great

admirer of logical positivism, and a strenuous defender of the application of

its precepts in the field of economic theory. Even though he also suffered the

consequences of the ascent of Nazism, Morgenstern helpedWald to emigrate

to the United States. When Wald arrived there he took up the study of

economic statistics, partially in collaboration with Morgenstern himself, and

never returned to the existence problem. Morgenstern, however, remained
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very active, maintaining contacts with the survivors of the Kolloquium and

ensuring that the results of the researches of the group did not fall into

oblivion. In particular, he kept strong links with John von Neumann.

By the end of the 1920s von Neumann had already proved the existence of

an equilibrium for some situations in which two individuals, who follow
some ‘rational’ rules of behaviour, face each other. For this purpose he used

a theorem which was to become extremely important, in its various versions,

in many demonstrations of existence: Brouwer’s fixed-point theorem. After

emigrating to the United States, and working independently of Wald, von

Neumann managed to extend his first results to an economy in which all

variables grow at a constant rate. We will discuss this shortly. In the

meantime, we must say something about his intellectual exchange with

Morgenstern, which in this period reached its high point. Morgenstern was
aware of the ‘poverty’ of economic applications of mathematical techniques

and, as a good logical positivist, was considering the titanic task of creating

an ad hoc mathematical language for economic science, a language condu-

cive to the rigorous formulation of the economic problems, and avoiding the

‘undesirable’ and limiting application of differential calculus. This was the

origin of game theory, whose conceptual apparatus had been developed by

von Neumann in his first existence proofs. Undoubtedly, the classic book for

this new language was Theory of Games and Economic Behaviour (1944), by
von Neumann and Morgenstern. Game theory, according to Morgenstern,

should be the nucleus of the new general language he hoped to give eco-

nomics. Perhaps it did not achieve precisely what Morgenstern wished, but

there is no doubt that it has experienced a growing success over time.

Now let us consider the famous ‘von Neumann model’, the most

important, perhaps, of the results of this branch of research. It is probable

that the author began to think about it as early as the end of the 1920s, when

he was Privatdozent (a university lecturer) in Berlin (see section 8.5.4).
However, it was presented for the first time in 1932 in a seminar at Princeton,

and it was only later that von Neumann came to hear about Wald’s work.

Therefore its direct link with the Viennese Kolloquium is not at all certain. In

fact, von Neumann’s article was published (in Ergebnisse eines mathema-

tischen Kolloquiums) only in 1937, with the title of ‘Über ein ökonomischen

Gleichungs-system und eine Verallmeinerung des Brouwerschen Fixpunkt-

satzes’. However, it only became known to a wider academic public after it

was translated into English and published, with the title of ‘A Model of
General Economic Equilibrium’, in the Review of Economic Studies (1945–6).

The model is based on a series of rather brave assumptions: there are diverse

methods of jointly producing different commodities by means of themselves;

each of these methods, called ‘activities’, combines the diverse commodities

according to determinate coefficients of input and output; if the economy is

expanding, the ratio between input and output remains constant, i.e. there

are constant returns to scale; the number of activities is not lower than the
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number of commodities, but it is not infinite; consumption is determined by

the ‘necessities of life’ and is included in the productive inputs without dis-

tinguishing it from other inputs; there being no unproductive consumption,

all the produced surplus is reinvested; there is no other money than the

numeraire; there is perfect competition, so that, in equilibrium, the non-
profitable productive processes are not activated, while the commodities in

excess supply have a zero price.

Von Neumann proved that, under these assumptions, there is an equi-

librium which guarantees non-negative prices and activity levels. In this

equilibrium the rate of interest is equal to the rate of growth, which is a

consequence of the assumption that all profits are reinvested. The rate of

growth is uniform in all sectors, and therefore there is ‘balanced growth’,

which means that the composition of commodities in the gross output
remains constant through time. Finally, in this equilibrium only the most

efficient productive methods are activated.

The model has played an important role in several developments of eco-

nomic theory. As far as the general-equilibrium theory is concerned, it was

important for the application of the fixed-point theorem and for the solution

it supplied to the problem of existence. In those days, von Neumann’s model

represented the most general of the equilibrium models for which the

existence of solutions had been proved. Besides this, in the area of growth
theory, von Neumann’s model opened the way to the multi-sectorial and

normative theories of growth of the 1950s and 1960s; for example, the

famous ‘turnpike theorem’ is a direct application of von Neumann’s model.

In the theory of programming, this model has laid the foundations of the

so-called ‘activity analysis’ and of modern methods of linear programming.

Finally, it is important to note that von Neumann’s model has aroused

interest even among economists who are not supporters of neoclassical

theory. In fact, it has many characteristics in common with the classical and
Marxian theoretical systems: for example, the treatment of workers’ con-

sumption as a technological input; the image of the ‘capitalist’ as a person in

charge of the function of capital accumulation; a theory of value that does

not make prices depend on utility or other subjective phenomena; the use of

a notion of equilibrium which can be interpreted in terms of reproduction

equilibrium; and, finally, the predominance of the idea of reproducibility

over that of scarcity. On the other hand, various characteristics typical of the

neoclassical theoretical system are absent, besides the concept of scarcity: for
example, the faith in consumer sovereignty or in the predominance of the

conditions of demand over those of supply in the determination of prices and

quantities produced.

It is also interesting to note that von Neumann’s model solves one of the

principal problems of Walras’s schema, that of the over-determination of the

system of equilibrium equations in the case in which uniformity in the rates

of return of the various capital goods is required. The model solves this
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problem, however, by eliminating its cause, which is the hypothesis of the

existence of an arbitrarily given initial endowment of capital goods. This

hypothesis was important in the Walrasian model, as it served to explain the

remuneration of capital goods in terms of the forces of supply and demand.

In von Neumann’s model, the structure of the capital goods is determined
endogenously and depends, as does the remuneration of capital, only on the

conditions of production.

8.2.2. The English reception of the Walrasian approach

General-equilibrium theory was rather late in reaching English academic

circles and initially, that is, before the advent of Hicks’s work, stimulated no

significant contributions.

An important event, not only for the reception of the Walrasian approach

in England but, more generally, for the history of economic analysis, was the

arrival of Lionel Robbins at the London School of Economics in 1929, when

he was offered a senior professorship at the remarkably young age of thirty-
one. In the inter-war period Robbins was, in fact, one of the most influential

economists in England. This was the period in which an extraordinary

generation of ‘young’ economists arrived on the scene—personalities of the

calibre of Hicks, Kaldor, Roy Allen, and Abba Lerner. In a short time the

London School of Economics became, under the driving force of Robbins,

one of the most active centres for the production and discussion of economic

theory on an international scale. Many of the most important economists of

the time visited London in that period to discuss their research. The longest-
lasting impression, however, was certainly left by Hayek, who in 1931 held a

seminar course at the LSE from which he drew inspiration for his book

Prices and Production. In the same year, he moved to London to teach at the

university. All this can be at least partially explained by the atmosphere of

enlightened liberalism which existed in the department under Robbins’s

leadership.

The LSE soon became one of the centres in which general-equilibrium

theory was studied with the greatest interest. It was also Robbins who
introduced Hicks to Pareto’s works and offered him a course on general

equilibrium. Robbins’s role was basically that of patron, able as he was in

looking after the interests of the ‘young lions’ and in ordering the results of

their work within his own methodological framework. Hayek, on the other

hand, was the ‘prime mover’ of the group’s theoretical speculation.

At the centre of Hayek’s thought in that period was the attempt to apply

the conceptual scheme of the general-equilibrium model to the ‘dynamic’

analysis of cyclical fluctuations. Historical events seemed to show that
the instability of the real economy depends on the instability of monetary

aggregates; and yet money had difficulty in finding an active role in

the Walrasian conceptual system. We discussed the truly dynamic and
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macroeconomic component of Hayek’s theory in Chapter 7. Here we will say

something about some contributions to general-equilibrium theory which he

put forward, above all, in Prices and Production.

Despite the deficiencies of the general-equilibrium apparatus and the

consequent analytical difficulties, Hayek was convinced that it was imposs-
ible to give a coherent and unitary explanation of the trade cycle without

basing it on an equilibrium theory. However, the needs of dynamic analysis

meant that the category itself of equilibrium, and the theoretical construc-

tions which originated from it, had to be seriously thought out again, if not

in their logical-formal dimension, at least in their interpretative dimension.

For example, Hayek observed that in an economic context in which time

does play a role, two quantities of the same good at two different moments

must be considered to all intents and purposes as two different goods. On the
other hand, arbitrage phenomena occur normally, not only in spatially

separate markets, but also at different moments in time. It was from these

suggestions that Arrow and Debreu were able to construct their famous

model of intertemporal equilibrium, twenty years later.

Already in that period Hayek had also succeeded in causing a change of

direction in economic analysis by demonstrating the crucial importance of

the problem of expectations in the ‘dynamic’ versions of the Walrasian

model: only if individuals manage to produce systematically correct pre-
dictions of the future conditions of the economic system is it possible to

consider equilibrium as a ‘normal’ condition of the system itself. This point

of view reverberated strongly in the innovative second part of Hicks’s Value

and Capital (1939). In this work Hayek’s observations were translated into a

new conceptual scheme which was to remain the reference point for all later

theoretical elaborations of equilibrium analysis, regularly outliving each of

these.

Hicks acknowledged on more than one occasion his intellectual debt to
Hayek. It must be said, however, that, once the initial driving force had been

exhausted, both Hicks and the majority of the ‘young lions’ of the LSE took

up positions which were increasingly distant from that of Hayek. While

Hayek was interested in the study of equilibrium processes in which,

according to the Austrian tradition, the time dimension of production plays

a central role, even at the cost of sacrificing the role of expectations by means

of a hypothesis of perfect foresight, Hicks, and with him, albeit from quite

a different position, Kaldor, Allen, and Lerner, were moving in another
direction, trying to understand the way in which the process of expectation

formation could influence the equilibrium characteristics of the economic

system. This was a substantial opening towards the theories of disequilib-

rium; an opening which led Kaldor and Lerner, and later also Hicks, to

abandon equilibrium methodology.

In order to understand the intellectual evolution of these economists it is

necessary also to consider the influence of another ‘patriarch’ of the LSE,
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Arthur Bowley, an excellent statistician and mathematical economist. His

lectures helped to enrich the mathematical knowledge of the ‘young lions’.

In Allen’s case, Bowley’s teaching also ended up in a fruitful scientific col-

laboration which led to the production of a statistical work on family

expenditures which was for many years a standard reference point.

8.2.3. Value and demand in Hicks

The paper ‘A Reconsideration of the Theory of Value’, written with Roy
Allen and published in Economica in 1934, the first three chapters of Value

and Capital, and A Revision of Demand Theory (1956) contain the ordinalist

reorganization of consumer theory. By taking advantage of some sugges-

tions by Pareto, Hicks immediately realized that Edgeworth’s analysis of

indifference curves would allow the theory of value to discard the cumber-

some concept of cardinal utility.

In order to appreciate the importance of the shift from cardinalism to

ordinalism made by Hicks, it is necessary to take into account the cultural
atmosphere of the period and, in particular, the new criteria which neopo-

sitivism was proposing for the foundation of scientific work—above all, the

criterion that any scientific proposition must be subject to an empirical

verification procedure. Now, the notion of cardinal utility was formulated

for principally philosophical ends; and this was not acceptable to the new

epistemological orientations. If the Benthamian philosopher found no

problem whatsoever with the scientific legitimization of the categories of

utilitarian theory, this was not the case for those who had been won over by
the spirit of the Vienna Circle. Thus Hicks, in Value and Capital, was able

to say: ‘If one is utilitarian in philosophy, one has the perfect right to be

utilitarian in one’s economics. But if one is not (and few people are utilitarian

nowadays), one also has the right to an economics free of utilitarian

assumptions’ (p. 18)

At the beginning of the 1930s, the notion of marginal utility had been

definitively overtaken, at least at the LSE. In his famous 1932 Essay,

Robbins had insisted more than once on the importance of avoiding meta-
physical fog. The concept of economic science as a structure of abstract

relations among scarce means and ordered preferences has no need for, nor

offers any space to, the remains of Benthiam utilitarianism in economics. As

we have already mentioned, Pareto was one of the first to understand the

epistemological anachronism of cardinalism, and it was precisely because his

proposal to leave it aside was so ahead of its time that his contribution

remained for a long time without any appreciable acknowledgement or

follow-up. It is true that in his pioneering ‘Sulla teoria del bilancio del
consumatore’ (1915), Slutsky had forerun the use of the principle of indif-

ference in overtaking the obsolete law of the saturation of needs, but this

article did not circulate within the academic circles of the period.
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In their 1934 paper, Hicks and Allen not only rediscovered Slutsky’s

famous result, the decomposition of the price effect into an income and a

substitution effect, but, more importantly, they decreed the replacement of

Gossen’s first law (the law of decreasing marginal utility) by the principle of

marginal substitution: as Hicks himself was to make plain later, in Value and

Capital, all that is needed for the validity of the principle is the convexity of

the indifference map. The observation that cardinal utility, far from con-

stituting an advance on the interpretative front, actually took empirical

content away from the theory, had as a consequence the abandonment,

without regret, of the cardinalist approach.

8.2.4. General economic equilibrium in Hicks

The second line of research in Value and Capital concerns general-

equilibrium theory. The influence of this line of thought on developments

in economic theory was relatively modest at first, especially because the book

was published in the middle of the Keynesian revolution, so that some of the

most important of Hicks’s arguments were discussed within a conceptual

framework that was basically extraneous to, and at the same time simpler

and more effective than, the method of temporary general equilibrium.
With the passing of time, however, Value and Capital exercised increasing

influence—and not so much for its specific contributions, even though these

were numerous, as for the methods adopted. The static part of the work was

the first to receive attention, especially in the USA, and contributed decisi-

vely to the resumption of general-equilibrium theory. But also the dynamic

part, after a long period in obscurity, was finally appreciated, so much so

that the method of temporary equilibrium has become, in recent times, the

main instrument of short-run neoclassical analysis.
One of the most original and important elements of Value and Capital is

represented by the application of comparative statics to general equilibrium.

Before Hicks, in fact, theorists following this approach had limited them-

selves to studying the existence of equilibrium solutions, without attempting

to use the model to solve even the simplest problems of change, for example,

the effects produced by an increase in the ‘demand’ or ‘supply’ of a deter-

minate good or factor. This is the origin of the widespread impression of

sterility of the model. The fundamental ‘ingredients’ that allowed Hicks to
escape from the blind alley of counting the number of equations and

unknowns were basically two:

(1) the principle that a group of goods can be treated as a single good if

relative prices remain constant—the well-known Hicks—Leontief
aggregation theorem;

(2) the idea that the qualitative results of static comparative analysis can be

derived from the conditions which ensure the stability of equilibrium.
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Hicks’s basic objective was to construct a dynamic theory, in the sense of a

theory in which ‘each variable must be dated’. Static analysis was only

considered as a useful, though indispensable, premiss for dynamic analysis.

The main difficulty in the shift from statics to dynamics comes from the fact

that, while in a static context the decisions of the agents depend solely on
current prices, in a dynamic context they also depend on expected prices. The

instrument used by Hicks to make static analysis serve dynamic ends was

Myrdal’s and Lindahl’s ‘period’ method, the effectiveness of which he had

already had the opportunity of experimenting in 1935. As we have seen in

Chapter 7, Myrdal had introduced expectations among the determinants of

relative prices: future anticipated changes produce effects on the economic

process before they actually take place. This leads to the fact that the

determination of an equilibrium must take into account expectations. Hicks
later called Myrdal’s method the ‘expectations method’. On the other hand,

as we also mentioned in the previous chapter, Lindahl had already opened

the way for the analysis of a dynamic process in terms of a succession of

temporary equilibria.

By dividing time into periods of an adequate length (‘weeks’) and by

including among the data of a determinate period not only the traditional

data of static theory (tastes, technology, and resources) but also the state of

expectations, Hicks was able to use the static method to study the ‘temporary
equilibrium’, i.e. the equilibrium reached by an economic system in one

period. In particular, he tried to examine the stability and the comparative

statics properties of an economy in temporary equilibrium. In this context,

he treated the movement of the economic system through time as a succes-

sion of temporary equilibria, each differing both from the preceding one,

owing to the accumulation of capital, technical progress, changes in con-

sumers’ tastes, etc., and from the one expected by the economic agents. And

this occurs both because the agents are not able to predict the future
evolution of the data and prices and because individual consumption and

production plans are generally incompatible, not to mention the fact that

price expectations are also in general incompatible. From this point of view,

the economic system is always in temporary equilibrium, but never in

equilibrium ‘through time’, in the sense that in each period prices are gen-

erally different from what predicted by the agents when they formed their

production and consumption plans.

Hicks maintained that a greater inter-temporal coordination of decisions
would have been realized with future markets, provided there were future

markets for all goods. In this case, all transactions would take place at the

initial moment on the basis of the current prices of all the goods (present and

future), while in successive periods there would be only the practical

execution of the transactions stipulated in that moment. However, the

uncertainty about the temporal evolution of preferences and resources limits

the potential existence of future markets for goods. Consequently, it is not
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possible, according to Hicks, to study the operation of a real economic

system by using inter-temporal equilibrium models even if, for certain ends,

it may be worth resorting to the pure model of a futures economy, where

present and future markets exist for all goods.

In the second part of Value and Capital, therefore, Hicks not only pre-
sented an original model for studying dynamic problems, but also antici-

pated, with his ‘futures economy’, some of the most important developments

of the modern versions of the theory of general equilibrium: those which try

to resolve the problems of time and uncertainty, while remaining within the

field of static analysis.

8.2.5. The IS-LM model

In the article ‘Mr Keynes and the Classics’, published in 1937 but discussed

in a seminar a year before, Hicks started, immediately after the publication

of the General Theory, that process of reabsorption of Keynes’s analysis into

the mainstream of orthodox theory which was to occupy the neoclassical

economists for the next 30 years. Hicks apparently followed a Marshallian

approach, assuming as given the stock of capital and interpreting the prin-
ciple of effective demand in terms of a model of short-run equilibrium. In

reality, he presented in that article an ambitious, though simple, model of

temporary general equilibrium, in which he showed how macroeconomic

equilibrium can be reached simultaneously in two markets, those of money

and of savings.

Hicks generalized the General Theory by reducing it to four equations: one

for savings, S¼S(i, Y), derived from the consumption function; one for

investments, I¼ I(i), which incorporates the function of the marginal effici-
ency of capital; one for the demand for money, L¼L(Y, i), expressed in

terms of the demand for transactions and speculative purposes; and one for

the money supply, assumed to be given exogenously, M¼ �MM. The variables

Y and i represent the income and the rate of interest respectively. By equating

the supply and demand for savings and the supply and demand for money,

the following two equations are obtained:

IðiÞ ¼ Sði,YÞ
M ¼ Lði,YÞ

From them the IS and LM curves, shown in Fig. 9, originate. The IS curve

exhibits all the combinations of income and interest rates that ensure real

equilibrium. For example, an increase in income will raise savings and
require a reduction in the rate of interest so as to induce entrepreneurs

to increase investments. In this way there is a movement towards the right

along the IS curve. The LM curve shows all the combinations of income

and interest rates at which the demand for money coincides with the supply.
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For example, a rise in income will increase the transaction demand for

money; if the supply is given, the demand for speculative motives has to

decrease; and this will occur as a consequence of an increase in the interest

rate. Thus there is a movement towards the right along the LM curve.

At point E the two markets are in equilibrium simultaneously. Once
income has been determined in this way, the employment level may be

calculated by knowing the production function. Given the monetary wage,

the price level will be determined endogenously so as to ensure equality

between the marginal productivity of labour and the real wage. However,

Hicks did not give a definitive solution on this aspect of the problem. As we

will see in the next chapter, it was from exactly this point that Modigliani

began the ‘neoclassical synthesis’ after the Second World War.

With this model, Hicks tried to demonstrate that the General Theory was
not as general as Keynes believed, but only a special case of (neo)classical

theory: the case of the liquidity trap. In periods of depression the interest rate

would be extremely low and speculators would not be much inclined to hold

non-liquid balances; therefore, their demand for money would absorb any

amount offered to them, so that any increase in the supply of money would

be counterbalanced by a corresponding increase in demand, and the interest

rate would not fall. The LM curve would be horizontal. In such a case,

monetary policy would be totally ineffective; above all, it would be incapable
of bringing the economy to full employment. It can be seen in Fig. 9 that, if I’

S’ holds true, the equilibrium will be at point E’ on the horizontal part of the

LM curve; in this case an increase in the money supply will move the entire

LM curve to the right, but not the equilibrium point.

In the next chapter we will see how Hicks’s model was to constitute, in the

1950s and 1960s, the core of the ‘neoclassical synthesis’, i.e. that macro-

economic approach which, in the attempt to assimilate Keynes into orthodox
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theory, was to completely distort his message. It is necessary to point out,

however, that Hicks during the 1960s persistently rejected this interpretation

of Keynes’s work.

8.3. The New Welfare Economics

8.3.1. Robbins’s epistemological setting

Welfare economics emerged, after the marginalist revolution, as a test bed

for economic applications of neoclassical theory. But it dealt only with

special aspects or situations of secondary importance in the economic

system. Keynes tenaciously opposed welfare economics, mainly because of

its inability to provide far-reaching policy suggestions for State intervention

at the aggregate level; he even tried to modify its fundamental questions.
Lionel Robbins was one of the first economists to perceive the importance of

the Keynesian criticism of Pigou, the undisputed authority on the subject at

that time, and at the beginning of the 1930s was working at the attempt to go

beyond the theoretical approach which had emerged from the Cannan–

Marshall–Pigou line of thought. The work of conceptual and epistemo-

logical reorganization undertaken by Robbins in this period helped the

neoclassical theoretical system to resume its dominant position after the

‘interlude’ represented by the Keynesian revolution. The exposition of his
results will allow us to answer the question we raised at the end of Chapter 6:

why did the passage from cardinalism to ordinalism occur only during the

1930s if—as we have seen—all the necessary theoretical presuppositions were

already available at the beginning of the century?

The point of attack of Robbins’s work was his famous redefinition of the

scope of economics. If, as he argued in the Essay on the Nature and Signi-

ficance of Economic Science, ‘the unity of subject of Economic Science’ must

be found in ‘the forms assumed by human behaviour in disposing of scarce
means’ (p. 15), then the utility concept most suited to the study of economic

welfare must be that of ‘individual preferences’. Since utility, by its very

nature, cannot be observed, let alone measured, Robbins argued that

it deprives of scientific foundation every assertion about the effects of

redistributive measures on collective welfare.

If utility is interpreted in terms of preferences, the egalitarian version of

utilitarianism loses all cogency: interpersonal comparisons are arbitrary—or,

rather, impossible—in positive terms, as the motivations underlying
individual choices can be the most diverse and disparate. There is no way of

comparing the satisfactions of different people; Robbins stated: ‘of course,

in daily life we do continually assume that the comparison can be made. But

the very diversity of the assumptions actually made at different times and

different places is evidence of their conventional nature’ (p. 124). The finesse
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of the argument should not be missed: there is no ‘fact’ to which such

comparisons refer; they are only expressions of more or less widely shared

values in a given community, and ‘can be justified on the grounds of general

convenience [or] by appeal to ultimate standards of value’. In conclusion,

they ‘cannot be justified by appeal to any kind of positive science’ (p. 125).
There was a widespread opinion, among the economists gathered together

by Robbins at the LSE, that the notion of ‘individual preferences’ was

epistemologically safer than that of ‘levels of welfare’. Logical positivism had

had a dramatic impact on Anglo-American social science, and the entry

point in England had been the LSE. At the beginning of the century, pos-

itivist epistemology had not yet begun to disturb the sleep of the economists.

It was not until the philosophical setting achieved by the Vienna Circle that

economists, too, began to speak of ‘observability’ as a demarcation criterion
between science and fiction, and of neutrality with respect to value judge-

ments as a separation criterion between science and ethics.

Preferences can be made operational by means of a definition in terms of

choice: the assertion ‘the state of things x is preferred to the state of things y’

is completely defined by the assertion ‘the state x will be chosen by a subject

if only x and y are available’. The doubt did not even cross the minds

of Robbins and the other authors who followed this orientation that the

definiens, as a conditional proposition, can perform its function only after the
concept of preference has been defined. I may well prefer health to illness,

but I certainly cannot choose to be well or ill. They did not notice that

preferences, apart from absolute ones, have a holistic nature and therefore

that the ordinalist practice of defining what is preferred in terms of what

would be chosen is not immune to criticisms of an epistemological type.

It was on these presuppositions that Robbins was able to speak of a ‘new’

welfare economics free of any ethical assumptions. It is interesting to note,

however, that, if the declared aim was that of rendering utilitarianism neutral
in regard to value judgements (whatever the subjects thought had value had

to be accepted), the new system produced a side effect which is only

apparently paradoxical. The preferences of a person are the product not only

of biological needs but also of a socialization process. Therefore, they are

determined by, and tend to reflect and reinforce, existing social relations.

This means that a theory which requires the maximum satisfaction of the

preferences chosen in a given social context contributes to reinforce that

social context, and is therefore a theory strongly distorted in a ‘conservative’
sense.

8.3.2. The Pareto criterion and compensation tests

There were voices of dissent but they were not many. However, the ordinalist

approach of Robbins, Hicks, and Allen defeated any resistance. It is not

difficult to see why. The first reason was that a central argument of the
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theoretical debate of the 1930s, apart from Keynesian matters, had returned

to being price theory. This was a secondary consequence of Sraffa’s criticism

of the Marshallian system. Before that time, the problem of satisfying peo-

ple’s needs was seen rather as one of production and distribution. Material

welfare increases if the distribution of the social dividend changes in favour
of poor people, up to the point of levelling out the marginal utilities of all the

people. Such a levelling process was also seen as a requirement for efficiency.

Thus, the defence of egalitarian economic policies was viewed as based on

considerations both of efficiency and of equity, two objectives considered to

be complementary and not antagonistic. It is clear that, from this approach,

economists must focus on the notion of utility as ‘satisfaction of needs’. If it

is assumed that the needs of individuals are comparable, then utilities must

also be comparable.
Thus, even though it was already known at the end of the nineteenth

century that assumptions of measurement and comparison of individual

utility were superfluous for a theory of prices, there was a fairly widespread

opinion that they were necessary to tackle the problem of how to improve the

welfare of mankind. But once the objective of economic investigation had

been redefined by placing the theory of prices at its centre, the ordinalist

analytical apparatus turned out to be quite sufficient. With an elegant use

of Occam’s razor, Hicks and Allen demonstrated, in particular, that a
psychological concept such as that of marginal utility can be profitably

replaced by a ‘behavioural’ one: that of ‘marginal rate of substitution’.

The second reason for the success of the ordinalist programme was directly

related to welfare economics, and was the ‘discovery’, in the 1930s, of the

virtues of the Pareto optimality criterion, the most valuable being that there

is no need for any interpersonal comparisons of utility; and this seemed to

allow certain economic recommendations even when comparisons are

impossible. The main recommendation was that ‘the best policy is no policy’.
The Pareto criterion seemed to have translated into a scientific proposition

the central tenet of liberal thought. It is true, as was immediately realized,

that there may be many social optima, perhaps an infinite number,

and therefore that ‘scientific’ criteria are also needed to make a choice

between them. But this did not cause much concern: the ‘compensation tests’

proposed by Hicks, Kaldor, Scitovsky, and Samuelson, the real theoretical

novelty of the 1940s on this front, seemed to fill the gap.

Underlying the idea of the compensation tests is the notion of ‘potential
welfare’, i.e. a type of welfare that takes into account all the possible redis-

tributions which are feasible in a certain situation. Let x and y be two social

alternatives—for example, to build a park (x) and not to build it ( y). And let

S(x) and S( y) indicate the set of alternatives accessible from x and y

respectively. It is said that x is Hicks–Kaldor superior to y, in symbols

xHKy, if there is an alternative z belonging to S(x) such that z is Pareto

superior to y, in symbols zPy. The existence of such a state of affairs makes it
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hypothetically possible that each person is better off after alternative x has

been chosen. In the example, it is possible to devise a compensation scheme

based on taxes and subsidies such that those who gain from the construction

of the park can compensate those who have lost out, so that, in the end,

nobody is worse off and some are better off.
Unfortunately, two serious difficulties afflict the compensation tests. The

first concerns their logical coherence.Wewill show this diagrammatically. Let

u(x) be a utility vector belonging to S(x). With only two individuals,A and B,

u(x) is represented in a diagram in which the co-ordinates represent the utility

of one individual, uA, and the utility of the other, uB. The frontier of the shaded

area in Fig. 10 is known as the utility frontier relative to x. On this frontier two

points are represented: u(x)¼ {uA(x), uB(x)} and u(w)¼ {uA(w), uB(w)}, where

w denotes an alternative that belongs to S(x). Clearly, B prefers w to x, so a
movement from x tow implies thatBmust compensateA in some way. On the

utility frontier relative to y are the points u( y)¼ {uA( y), uB( y)} and

u(v)¼ {uA(v), uB(v)}, where v is an alternative accessible starting from y. In

terms of Fig. 10, which alternative is Hicks–Kaldor superior? Given x, it is

possible to reach the alternative w, and both individuals prefer w to y.

Therefore,wPy and xHKy. On the other hand, given y, it is possible to reach v,

and both the subjects prefer the alternative v to x, so that vPx and conse-

quently yHKx. The proposed criterion is logically inconsistent. Analogous
problems arise from the criterion proposed by Scitovsky.

The second difficulty mentioned above concerns the sense in which an

increase in ‘potential welfare’ is important for actual welfare comparisons.

Even if whoever draws advantage from a certain measure is also able to
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compensate whomever loses, why would this constitute an improvement?

Perhaps because it is maintained that compensation must be paid? This does

not really seem the right answer. In fact, if compensation is not paid, then the

highest potential welfare situation can be well judged worse whenever greater

consideration is attributed to the damage of those who lose rather than to the
advantage of those who gain. If, instead, the compensation is paid, then,

after the payment, everybody finds themselves just as well off as before and

at least one is better off; a situation which clearly denotes a Pareto

improvement. In this case, however, there is no need for any compensation

test: the Pareto criterion is sufficient. This is the conclusion brought about

by the criterion proposed by Samuelson. In other words, it is possible to

conclude that the compensation tests either do not convince (when the

compensation is not paid) or are redundant (when the compensation is paid).
Yet it was not until the 1950s that the problem was fully realized. In this

context, William Gorman produced a key paper in which he revealed the

paradox of the compensation tests: they are logically coherent, and therefore

acceptable, only when they are not needed.

In the meantime, ground was gained by that vast programme of research,

based on the theory of choice value, which still today provides the main

frame of reference for theoretical work. The apodictic assertion advanced by

Edgeworth inMathematical Psychics, ‘the first principle of Economics is that
every agent is activated by self-interest’, was still taken as true, but now it

was interpreted as meaning that a person follows his own interest when it

maximizes his utility. And as utility was now called on to represent choices

(one alternative has more utility than another if, being able to choose

between the two, the agent would opt for the first), the interpretation was

advanced that what an individual chooses coincides with what is in his

interest. We will see the results of this line of research in Chapter 10.

8.4. The Debate on Economic Calculation Under Socialism

8.4.1. The dance begins

In most socialist interpretations of Marx’s political economy, socialism is
considered to be incompatible with the market. Market relationships, even in

their simplest form of the exchange of goods among autonomous producers,

are presented in Capital as the nucleus from which, logically and historically,

capitalism emerged. Socialism, according to this line of thought, would not

only render the market useless but would surpass it as an allocative mech-

anism; furthermore, it would bring to light, by means of planning, the social

nature of labour. Planning would ensure the efficient allocation of resources,

eliminating the absurdity of the existence of unsatisfied needs in the presence
of unutilized resources.
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After the October Revolution, the idea of central planning as the economic

basis of socialism entered into the programmatic documents of many

Communist parties. Any acceptance of the market mechanism was presented

as a temporary concession, basically justified by the backwardness of the

socio-economic conditions and the difficulties of the transition from capit-
alism to socialism. It should not be forgotten, however, that in the period of

the Second International, some of the reformist currents of Marxism, as well

as some of the extreme left-wing ones, not to speak of the anarchist groups,

had already criticised the view that State ownership and central planning is

the best road to socialism. But with the victory of Leninism in Russia, all

dissent was silenced, and socialism became identified with ‘democratic

centralism’, ‘central planning’, and State ownership of the means of pro-

duction.
Liberal thought entered the debate about planning and the market when

von Hayek reproposed an article written by von Mises in 1920, in which the

possibility of rational economic calculation in socialism was categorically

denied: without a free market, there is no pricing mechanism; without a

pricing mechanism, there is no economic calculation. The gist of von Mises’

argument was that exchange relationships among goods, and therefore the

formation of their prices, presuppose that ownership rights on the goods

have been previously established.
Numerous attempts were made to rebut this argument in the early 1930s,

by F. Taylor, H. D. Dickinson and others. It is also worth recalling the

challenge thrown down by Karl Polanyi against von Mises as early as 1922,

during a seminar on guild socialism in Vienna. Polanyi’s attempt to construct

a positive theory of the socialist economy was derived from his aversion both

to the market economy and to centrally planned socialism, both of which he

considered as forms of ‘illiberty’. The possibility of constructing an efficient

socialist economy was, in those years, the subject of the most animated
discussions among economists. Von Mises, on the strength of his academic

status, declared the task impossible. At any rate, all the revolutions in central

Europe had been defeated, the civil war had shattered the Soviet economy,

and socialism was still not on the agenda of the Soviet republics.

8.4.2. The neoclassical socialism of Lange and Lerner

It was the Romanian economist Abba Lerner and, above all, the Polish

economist Oskar Lange who gave the most vigorous reply to the arguments

of von Mises and von Hayek. The ‘Lange–Lerner solution’ denied theoret-

ical validity to von Mises’ argument by using the demonstration, elaborated

by Barone in 1908, of the virtual equivalence between central planning and
the free market in the efficient allocation of resources. Lange and Lerner, on

the other hand, tried to identify a ‘practical’ solution in the famous iterative

‘trial-and-error’ procedure, according to which the central planning office
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would undertake the same function as Walrasian markets. Lange formulated

two alternative models. In the first, consumer goods and labour services are

allocated by means of the free market on the basis of monetary prices, while

in the other, inputs are assigned accounting prices. The equilibrium values of

both sets of prices should be determined by means of a single iterative
procedure. At each stage of the process, the planner announces a vector of

non-negative prices and gives the following two orders to the managers of

the State firms:

(1) Minimize the average cost of production by employing a combination
of factors for which the marginal product in value of each factor equals

its price.

(2) Fix the production level at the point in which the marginal cost equals

the price set by the central planning office.

Similarly, by treating the announced prices as parameters, the households

maximize their utility function. In this way, the functions of the demand for

goods and of the labour supply are obtained. For each good and service, the

planner aggregates the proposals received from the firms and households. If,

for one good or service, there is positive (negative) excess demand, its price is

increased (decreased). The new price vector is announced to the firms and

households and the process is repeated, until all the excess demand vanishes.
As Lange himself admitted, the procedure was exactly the same as Walras’s

tâtonnement.

In a second model, proposed in 1958, Lange did not assume the existence

of any free market. The demand for consumer goods and the supply of

labour are obtained by the planner starting from a social welfare function

derived from individual preferences. The iterative process only endeavours

to determine accounting prices and has a virtual nature. Once planned

production has been carried out, the consumer goods can be sold on the real
markets at actual prices that may not correspond to the accounting

equilibrium values.

In the elaboration of the ‘trial-and-error’ procedure, the emphasis was

placed, first of all, on the demonstration that planned socialism was able

to allocate resources in the same way as a capitalist market economy.

Subsequently, in the attempt to construct a normative model of market

socialism, the project became more ambitious. However, the normative

model became more vulnerable to criticisms of realism. In fact, while the
actual behaviour of agents in capitalist markets is in no way determined by

the propositions of general-equilibrium theory, the socialist managers would

have to be instructed to follow the rules of the model, with all the con-

sequences this may entail. Thus, if the equilibrium is not stable, or if the

process leading to equilibrium is particularly slow, the managers would lack

a reliable and effective guide; and in this case the model would lose any

empirical relevance. This explains the inclusion in the market socialism
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model of a certain number of ‘pieces’ that do not exist in the capitalist

market. One of the most important ‘pieces’ is the determination of the rate of

capitalist accumulation, not by means of market processes, but directly and

arbitrarily by the central office, which also fixes the rules for the distribution

among the individuals of the social dividend from publicly owned land and
capital. In view of these difficulties, it is not surprising that, in a further

elaboration of Lange’s approach, K. Arrow and L. Hurwicz, in an essay of

1960, developed the second model—a development which clearly conflicts

with the recommendation made by Lange himself not to use the second

model, as it was excessively ‘non-democratic’.

In Lange’s model, therefore, the market becomes a mere calculator to solve

a system of simultaneous equations—an analogy that Lange was himself to

suggest in 1965. Market socialism must be able to combine efficient alloca-
tion of productive resources (and this requires rules established by the central

office to prevent mono-oligopolistic behaviour) with a distribution of income

which maximizes collective welfare (and this involves the elimination of

inequalities caused by private ownership of means of production). An eco-

nomy that operates on the basis of these principles would be open to inno-

vations without being liable to the disasters caused by the cyclical

fluctuations. Lange certainly did not hide the difficulties connected with the

realization of such a project. The most serious of these, the danger of
bureaucratization of economic life and the related lack of adequate incen-

tives for managers to follow the planner’s rules, was, however, judged not to

be greater than the loss in efficiency caused by mono-oligopolistic capitalism.

8.4.3. Von Hayek’s criticism

This model of market socialism was violently attacked from two opposing

fronts: by those opposed to the adoption of the market in the socialist sys-

tem, and by those who did not accept socialism. The first type of criticism

made use of the consideration that what the model of market socialism

ensures is, at the most, static, certainly not dynamic, efficiency; the model

had nothing to say, for example, about the problem of the full utilization of
potential resources. Such an objective can be achieved only by central

planning, which would have been necessary, in any case, to avert the strong

elements of instability linked to the problems posed by economies of scale.

This was the argument put forward by, among others, Maurice Dobb in 1939

and Paul Baran in 1952—an argument which was, in the end, to force Lange

himself to revise some points of his model.

The second line of criticism, which was to have the greatest influence, was

principally linked to von Hayek’s arguments. His most recent essay on this
subject had been ‘Socialist Calculation: The Competitive Solution’ (1940).

Von Mises had argued that economic calculation needed to be guided

by prices. As a centrally planned economy has no productive factor markets,
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it is unable to provide a price guide. Lange had reacted by arguing that there

was no need for the prices to be those of the market; the guide to decisions

could be given by the prices announced by the central authority and taken as

references by the socialist managers; these prices would be used as para-

meters exactly as a firm would do in perfect competitive conditions. In reply
to this argument Hayek addresses the ‘knowledge problem’ in economics. An

individual has a knowledge problem when he does not have information on

circumstances that are relevant to his choices. Where can knowledge of this

information come from? From the market, which is basically and foremost a

discovery process—according to Hayek. Information scattered among a

myriad of economic agents is mobilized and used in an efficient way in the

market process. This is the central message of his famous 1937 article,

‘Economics and Knowledge’: the market is a generator of knowledge. Each
individual is a unique repository, maintained Hayek, of specific elements of

knowledge, and it is only through free interaction among the economic

agents that this scattered knowledge is disseminated beneficially to the whole

society. This basic point of opposition to socialism was justified, therefore,

by the argument that such a system would attribute to an agency, endowed

with incomplete information, coercive power over the sphere of individual

action. Yet individuals are the only repository of the relevant information.

‘How can the combination of fragments of knowledge existing in different
minds bring about results which, if they were to be brought about deliber-

ately, would require a knowledge on the part of the directing mind which no

single person can possess?’ (p. 53). Then the economic problem is not simply

and not so much that of how to allocate given resources, but that of finding

out ‘how the spontaneous interaction of a number of people, each possessing

only bits of knowledge, brings about a state of affairs in which prices

correspond to costs’ (p. 50). This state of affairs could be brought about by

deliberate direction only by somebody endowed with the combined know-
ledge of all the individuals.

Recently, Hayek’s 1937 contribution has been taken up again, in a com-

pletely different context, and used to criticize the theoretical relevance of the

notion of perfect competition as well as to attack the centrality of the notion

of equilibrium in economics. We will return to this question in Chapter 12,

where we deal with the Neo-Austrian school.

8.5. Alternative Approaches

8.5.1. Allyn Young and increasing returns

The problem of economic growth, which had been at the centre of the

theoretical reflections of the classical economists, lost its privileged position

with orthodox economists during the Victorian age. Perhaps this happened
because economic growth had begun to be considered within a more general
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vision of human progress, so that it was no longer seen as a problem, or

because it had been ousted by more pressing questions, such as those linked

to the determination of prices and of remuneration of resources in situations

of allocative efficiency. Finally, considerable responsibility must be attrib-

uted to the seduction exerted by the formal elegance of the neoclassical
theoretical system and its ability to monopolize economists’ interests; neo-

classical theory deals with institutions, population, and technology, which

are key elements in the growth process only as exogenous data, the causes or

factors of their change being considered outside the scope of economic sci-

ence. Thus the economists wishing to study these matters have often been

forced to leave the fold. This is how institutionalist economics was born.

Even the subjects of the division of labour and increasing returns, Smith’s

great research areas, ended up by being considered as a special and irrelevant
case of equilibrium price theory. And Allyn Young, a Harvard economist,

had to write, in 1928, a vehement article (‘Increasing Returns and Economic

Progress’) to remind his colleagues that these were matters of fundamental

theoretical importance. In the presence of increasing returns, change might

be cumulative, since the forces for change are endogenous. Thus the actual

state of the economy during any period cannot be predicted other than as a

result of the sequence of events of preceding periods.

The fundamental consideration from which Young started is that any
increase in the supply of goods enlarges, at least potentially, the market of

other goods. Therefore, ‘the extension of the market’ depends on the division

of labour just as much as the division of labour depends on the extension of

the market.

Adam Smith’s dictum amounts to the theorem that the division of labour depends in

large part upon the division of labour. This is more than a mere tautology. It means

[ . . . ] that the counter forces which are continually defeating the forces which make

for economic equilibrium are more pervasive and more deeply rooted in the consti-

tution of the modern economic system than we commonly realize. (p. 533)

The process of economic growth, according to Smith, is basically cumu-

lative in nature. Increases in quantities produced (enlargement of the market)

allow work to be divided in a better way; and to the degree to which labour is

specialized, its productivity increases. Therefore, given the level of employ-

ment, further increases in production are possible which provide new growth

stimuli.
What disintegrates, in the presence of increasing returns of scale, is

the concept itself of long-run equilibrium. In fact, if any change in use of

resources or any reorganization of productive activities creates the oppor-

tunity for a further change that would not have occurred otherwise, then the

theory of the optimal allocation, according to which each resource gives at

the margin an equal contribution to the output whatever its use, loses

any meaning. If the pattern of resource use depends on the preceding uses,
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the concept of economic efficiency based on the principle of the allocation of

scarce means among alternative uses can no longer be maintained, except in

the short run, when plants are fixed by hypothesis; Marshall seemed fully

aware of the problem, to judge by his attempt to draw an ‘irreversible’ supply

curve.
A further important consequence of the existence of increasing returns is

that, when there is an increase in the level of output, it becomes profitable to

increase the capital–labour ratio: the higher the level of output, the more

specialized the machinery which can be profitably used. In Young’s words:

‘It would be wasteful to make a hammer to drive a single nail, it would be

better to use whatever awkward implement lies conveniently at hand’

(p. 530). This means that the choice of the capital–labour ratio depends on

extension of the market rather than on relative input prices, which is the
opposite to what marginalist theory would lead us to believe.

Voices of dissent such as that of Young were heard during the inter-war

period, and they were notable—it is enough to mention Schumpeter. But

they were not listened to, both because neoclassical theory was evolving

according to an internal logic that rendered it inaccessible to such radical and

simple criticisms, and because a great many of the dissenting forces were

being attracted and united by the new general short-run theories. For the

same reasons, few people listened to the institutionalist economists, who
began to speak up again in this period.

8.5.2. Thorstein Veblen

In the 1890s classical economics had almost completely disappeared from the

scene, so that, beginning from that decade, the external attacks against

political economy became criticisms of neoclassical economics. And this

happened in America with the institutionalist schools. This line of thought

was initiated by Veblen in the 1890s and developed by further generations of

institutionalists in the following decades. In America, its development and its

criticisms have always accompanied (perhaps compensating for the weaker

development of Marxist criticisms) the development of neoclassical ortho-
doxy. A. Gruchy has recently described the institutionalists as thinkers who

‘inquired into problems such as the impact of technological change on the

structure and functioning of the economic system, the power relations

among economic interest groups, the logic of the process of industrialization

and the determination of national goals and priorities’ (‘Institutional

Economics’, p. 11).

In order to grasp the meaning of such a definition, we need to glance at the

course of American economic history from 1880 to 1915, the most active
period of the intellectual career of Thorstein Veblen, the ‘founder’ of the

institutionalist approach. This epoch was far from being one of ‘Victorian

tranquillity’. Apart from the fact that the five-year period 1885–90 was like
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the eye of a storm between the depressions of the 1870s and 1890s, it is

necessary to keep in mind that the country was involved, in those years, in

developing an industrial sector which was later to threaten British economic

supremacy. Besides this, the ‘frontier’ had reached its extreme limit around

1890, and territorial expansion began to direct itself overseas. Finally, a new
wave of prosperity began around 1897, Kondratiev’s ‘third wave’, ushering

in impressive innovations in the automobile and chemical sectors. The

concentration of capital, especially in the oil industry, moved ahead undis-

turbed until the passing of the Sherman Act in 1890 (the first anti-trust law,

which however had modest results). But the workers’ movement also pro-

duced its great ‘concentrations’ in this period: in 1881 that great union was

formed which was later to be called the American Federation of Labour,

while at the end of the century a series of other trade unions, of various types
and varying degrees of radicalism, arose.

Veblen developed a radical critique of all orthodox economic theory, from

Smith onwards, putting both classical and neoclassical economists in the

same basket. It was, incidentally, Veblen who branded Marshall’s theoretical

system with the term ‘neoclassical’. The orthodox doctrine was, in his

opinion, contaminated by taxonomic, hedonistic, and teleological theoretical

attitudes.The orthodox approach is taxonomic because it boils down to

classifying economic problems, without however really explaining them.
In the study of resource allocation and price formation, for example, con-

sumers’ tastes, social institutions and technology are assumed as data. On the

basis of these data, the values of the variables are then determined: prices,

quantities produced, income distribution, etc. But the data are not inde-

pendent of the variables, according to Veblen, and change as the latter vary.

A truly scientific economic theory—one that aims to understand rather than

to classify reality and, worse still, to defend vested interests—should endo-

genize ‘data’ such as consumers’ tastes, technical progress, institutional
change and explain them together with the ‘variables’.

Orthodox theory is also hedonistic, since it assumes human behaviour

motivated by maximization of utility. But Homo oeconomicus does not exist,

he is merely the product of fictitious psychology invented by simple-minded

economists who are unaware of the achievements of modern psychology.

According to Veblen, human behaviour is governed by basic instincts and

the propensities to action which are formed both by nature and the insti-

tutions, the latter being defined as socially shared mental habits. Some
of these instincts, parental bent, idle curiosity, workmanship, contribute

positively to improving society and life conditions. Others, like the predatory

instinct, on the contrary, produce deleterious effects.

Lastly, economic orthodoxy is teleological in that it makes use of concepts,

like that of equilibrium, which are surreptitiously normative. It ‘describes’ an

economic reality that tends towards the achievement of a state of social

organization in which a harmonic and mutually beneficial form of human
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coexistence is possible. This is a pre-Darwinian view of evolution. According

to Veblen, economics should instead be an evolutionary science and study

social change in Darwinian terms. Real evolution is not teleologic, nor is it

governed by any hidden end. It is powered by instincts and institutions that

may serve progress and human improvement, but may also be disserviceable
and even idiotic. It is furthermore cumulative and path-dependent. Ongoing

processes are the result of their particular historical path and determine

future paths which however remain open and unpredictable. The important

essay Why Is Economics not an Evolutionary Science? was almost completely

ignored when it was written in 1898, but contemporary evolutionary and

institutionalist research has acknowledged its merit.

Veblen did not limit himself to criticizing theory. He also elaborated a

ferociously critical analysis of the real economic system of his times, that is,
in point of fact, American capitalism. At the centre of Veblen’s analysis of

capitalist society was the distinction between ‘industry’ and ‘business’. The

former ‘produced things’, the latter ‘produced money’. The active agents of

industry are engineers and allied professionals; the active subjects of the

business world are merchants, rentiers, and speculators. The first group is

motivated by the instinct of workmanship and idle curiosity, the second by

predatory instincts. The members of the second group compete with each

other in terms of ‘conspicuous consumption’, a type of consumption that
does not satisfy real needs but only feeds the desire to display one’s status in

the eyes of a social reference group. It was in his famous book The Theory of

the Leisure Class (1899) that Veblen applied his social theory to the way of

life of the average American consumer. Here he showed how the instinct

towards hard work could become atrophied by emulating the ‘predator’

(the successful businessman), and how the natural requirement of need

satisfaction could be distorted by conspicuous consumption.

Veblen believed that technology is the major factor in socioeconomic
growth, and that it is cumulative and independent of the actions and the will

of the businessmen. However he was convinced that technical progress, when

is abused by predatory instincts, is accompanied by institutional changes

which would lead the economy both to a state of chronic depression and to

monopolistic concentration. This state of affairs would intensify the struggle

between industry and business. Veblen himself was not too clear about where

such a fight would lead. However, in the final section of The Theory of the

Business Enterprise (1904) he wrote: ‘Which of the two antagonistic factors
may prove the stronger in the long run is something of a blind guess . . .
It seems possible to say this much, that the full dominion of business

enterprise is necessarily a transitory dominion’ (p. 400).

This uncertainty persisted in Veblen’s thought almost until he died.

In Economic Theory in the Calculable Future (1925) he appears to suggest

that the business world will prevail—from which he inferred sad omens for

economic science. In the business-dominated world—he wrote in Essays in
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our Changing Order (1934)—the economic science would be ‘a science of

business traffic’, adding that ‘any technical advance can get a hearing and

reach a practical outcome only if and so far as it is presented as a business

proposition, that is to say, so far as it shows a convincing promise of dif-

ferential gain to some business concern’ (p. 13). In fact Veblen, this new
Saint-Simon, considered the industrial engineer as the real progressive factor

of the modern economy, and firmly believed in the existence of a funda-

mental conflict between engineers and capitalists. But capitalists, in Veblen’s

opinion, were only those who work in the financial sector. There is no room,

in his theory, for the idea that workers are exploited by the industrial

capitalists.

8.5.3. Institutional thought in the inter-war years

The most important American institutionalists of the generation which

followed Veblen were Wesley Clair Mitchell, Robert Lee Hale, Clarence

Edwin Ayres, Walton H. Hamilton, and John Rogers Commons. Mitchell
had been one of Veblen’s students, but he was soon to distance himself from

his master in his emphasis on empirical research and in his caution towards

theoretical generalizations. He criticized orthodox theory for the static

nature of the notion of equilibrium. He also rejected the theory of perfect

competition, arguing that many prices are sticky in that they are determined

by institutional factors such as contracts and conventions. He criticized

orthodox theory, but also Veblen’s, for their excessively speculative char-

acters and their unsuitability for empirical investigation. In his research he
focused on the empirical study of business cycles, emphasizing the role

played by money in their dynamics, and demonstrating the permanence of

the cycle through time, a permanence that had manifested itself in the

American economy despite the great changes which had affected its demo-

graphic structure, technological bases, institutional order, and financial

system. Mitchell made a lasting contribution to the development of

economic science, both by his work on collecting and ordering statistical

data and, above all, by his refinement of the methods for their study. He
carried out this activity at the National Bureau of Economic Research, an

organization he founded immediately after the First World War.

Hale taught at Columbia University Law School from 1919 until the mid

1950s. He set up his own privileged field of study in an area on the borderline

between economics and law and can be considered one of the founders of

the new discipline of law and economics. He tackled the study of economic

systems as systems of power in which individual liberties are defined as

legally established rights. In this perspective, the citizens’ freedom of choice
takes the form of opportunity sets which are invariably restricted by the

action of other citizens, the prices of commodities and the law. The legal

structure of an economy, by establishing rights, in effect protects particular
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interests. The right of ownership on a good, for example, is legally guaran-

teed as a condition of the freedom of those individuals who possess it, but

this guarantee consists in fact in excluding other individuals from having

access to that good, unless at the conditions and at the prices fixed by the

owner. Every right therefore generates a non-right, every protected par-
ticular interest presupposes the existence of non-protected interests. Thus

there is a strict link between freedom and coercion. It is pointless to distin-

guish between free legal-economic systems and coercive systems or between

interventionist state policies and liberalist policies. Every system needs

coercion in order to structure liberties. The differences between systems

regard specific liberties that are better protected by governments. In setting

up the legal structure of an economy, a State determines its performance by

privileging certain interests rather than others, just as it determines the dis-
tribution of income and social inequalities. But the influence is reciprocal,

since performance, distribution of income and conflicting interests in turn

determine State action. Therefore this is not exogenous in respect of eco-

nomy and society. Rather, Hale sees it as political and juridical ground for

social conflict.

In the same way as Hale, Clarence Ayres adopted a concept of freedom as

a constrained set of choice opportunities. But, unlike Hale, he tended to

study the expansion processes of freedom, by focusing on technological
rather than legal conditions. He held that there is a reciprocal dependence

between growth of freedom and technological development, since freedom of

thought and expression, for example, is a condition for the expansion of

knowledge, whereas the ensuing growth of income and well-being facilitates

the expansion of freedom. Ayres’ theoretical approach reflects that of

Veblen, whereas Hale’s is closer to that of Commons. Ayres developed above

all Veblen’s dichotomies between instrumental and ceremonial behaviours

and between industry and business. He based the first dichotomy on a theory
of social value, by which he endeavoured to escape from ethical relativism—

that almost inevitable product of every institutionalist theory—by attribut-

ing positive values to all human practices which contribute to improve the

conditions of life. Thus, the institutions which favour technical progress are

good, whereas those which, through ceremonial behaviour, encourage con-

servation of the status quo, of customs, beliefs, and culture inherited from the

past, are bad. Ayres re-elaborated the dichotomy between business and

industry, by transforming it into a contraposition between the pecuniary and
non-pecuniary aspects of economic organization, without overlooking the

opportunity to associate the former with ceremonial behaviour and the latter

with instrumental behaviour.

Ayres was introduced to institutionalist thought at Chicago University by

Walton Hale Hamilton, one of the leaders of the generation of socially

committed economists of the period between the two wars. It was Hamilton

who dubbed the school of thought initiated by Veblen and Commons as an
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‘institutionalist approach’. At a meeting of the American Economic

Association in 1918 he presented the new approach as more realistic and

significant than the neoclassical, considering it more appropriate for dealing

with the fundamental problem of economic science, the social control of

economy. Hamilton was a critic of laisser faire. Market competition, in his
opinion, had played a positive role at the time when small businesses and

industries had found themselves fighting against big mercantilist monopolies

at the onset of the industrial revolution. But the implicit error in the laissez-

faire doctrine is ignorance of the fundamental role of the State in setting up

and imposing the rules of competition and, ultimately, in creating market

institutions. The development of big industry and modern monopolies has,

however, created the conditions for a drastic loss of social control on

economy and has intensified worker and consumer exploitation. Society,
therefore, needs new controlling agencies. Hamilton did little further

investigation into the nature of these new agencies. But in a research study on

the bituminous coal industry (in collaboration with Helen R. Wright), he put

forward some very interesting suggestions which, for those times (the

’twenties), were quite innovative. The most subversive of these suggestions

even proposed to replace the capitalist control of firms with joint control by

the workers and consumers. This labelled Hamilton as perhaps the most

socialist-minded American institutionalist economist of that generation and
one of the classic points of reference in the contemporary recovery of the

radical version of institutionalism.

Unlike most of the other American institutionalists, Commons showed a

great interest in theoretical generalizations. Although Commons’ research

had begun before the end of the century, his main works were published in

the years of high theory: Legal Foundations of Capitalism came out in 1924

and Institutional Economics in 1934. His interests range from the sociology

of legal institutions to the history of labour, from the theory of public
economics to the theory of the conflict of interests. He believed that the study

of ‘collective action’, i.e. of the activity (and the apparatus) of ‘control of

individual action’, should be placed at the centre of economic theory. He

argued that individuals act by maintaining strong relations of interdepend-

ence, both in conflict and in co-operation. The ‘bargaining transactions’

contribute to the transfer of property rights and the fixing of prices and

rewards. In fact these are determined not so much by the forces of demand

and supply in competitive markets, but by the power relationships among
contracting parties. At any rate, his kind of transactions represent only a

part (and not even the most important part) of economic transactions. More

important are ‘managerial transactions’, i.e. those concerned with the exer-

cise of command between superiors and inferiors, such as between employers

and employees. Finally there are the ‘rationing transactions’, i.e. those in

which costs and benefits are shared out among the members of an organ-

ization, such as the collection of social contributions in a trade union, or the
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distribution of the tax load by the government, or the distribution of the

profits of a company. All these types of transaction take place in a specific

institutional and legal context which gives them sense and makes them

binding. Laws and customs are what Commons calls ‘working rules’. They

serve to assign power and limit its use. In this way individual action is
controlled so as to force people to co-operate. Commons had a difficult

academic life, and found a stable academic position only rather late in

his career, at the University of Wisconsin. There he gathered around him

a group of young economists, among them A. Gruchy, S. Slichter, and

J. K. Galbraith, who were to continue the institutionalist tradition.

At the beginning of the 1930s two institutional textbooks, one by

W. E. Atkins and the other by Slichter, received a certain acclaim in

American academic circles. There were two main reasons for this. The first
was that the institutionalist Rexford Tugwell, after having taken part in

Roosevelt’s brains trust, became responsible for the Ministry of Agriculture

of the Federal Government of Washington, a position in which he fought to

defend the Welfare State. One point on which Tugwell particularly insisted

was the necessity for economic theory to examine the economic institutions

(companies, the government, and interest groups) and the non-commercial

as well as the pecuniary incentives for human action. All these elements,

Tugwell maintained, must be considered as they were in the real world, and
not as orthodox theory thought they should be. He also recommended

statistical measurement of economic phenomena, a difficult problem which

the dominant theory of the period often tried to avoid. The second reason

was that the University of Wisconsin became a source of ideas, as well as of

practical initiatives, for American social legislation. Commons, in a certain

way, was for America what Bismarck had been for Germany in the second

half of the nineteenth century and Lloyd George for Britain in the early

twentieth. His group of economists fought for the approval of the Social
Security Act, a law which, overcoming a harsh reaction of the entrepreneurs,

gave birth to the Welfare State in the USA.

Veblen had been a pessimistic and critical institutionalist. Commons, on

the other hand, tended to emphasize the positive aspects of the American

economy. He believed that the main defects of that particular capitalist

system could be remedied by means of wise institutional reforms. However,

beyond specific differences of opinion and research, some common char-

acteristics unite them in the institutional approach. First is their emphasis on
the ‘open’ nature of the economic system, which led them to adopt a broad

definition of the field of investigation of economics and to reject its definition

as the science of efficient allocation of resources among alternative uses.

Second, in order to explain the way in which economic systems function and

grow, institutional change was considered rather more important than that

which Knight was to call ‘the mechanics of the price system’. We must note

that, according to the institutionalists, the market cannot be considered as
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the only institution able to lead a society towards economic growth. Third,

they maintained that it was reductive to base economics on the analysis of the

behaviour of single economic agents, leaving aside social influences on the

decision processes. If political economy wishes to concern itself with change

and the evolutionary aspects of the economic system, it must focus on the
complex interactions between individual behaviour and the institutional

context.

Two important consequences at the level of economic analysis are derived

from these principles: first, that individualism is inadequate as an explan-

atory device, and second, that equilibrium analysis is irrelevant; economic

science should study social processes occurring through historical time rather

than analysing the equilibrium positions of individual choices.

Here, we should like especially to mention Gunnar Myrdal, an uncon-
ventional economist who, as we have already seen, began his career within

orthodox theory. We have mentioned the importance of his Monetary

Equilibrium (1931), a book that innovated monetary economics but without

departing too much from the neoclassical approach. In 1932, after realizing

that there was a basic weakness in his preceding work, he experienced a

radical conversion. In the past he was convinced that, when all metaphysical

elements are get rid of, a sound body of positive theory remains in economic

science which is value free and gives objective knowledge. Successively he
recognised that this is naive empiricism, if at all, because valuations are

necessarily involved at the very stage when facts are observed. In reality the

presumed neutrality of economic theory only serves to conceal the value

judgements from which any researcher always starts.

It was from this conviction that Myrdal decided to abandon the old

theoretical system to follow, in a rather personal way, an institutionalist line

of research. He concerned himself with the multiple aspects of the problem of

economic growth and, above all, with the relationships between countries at
different levels of development. He put the study of the problems of under-

developed countries, particularly Asian, at the centre of his research interests

and even lashed out at the methods and theories adopted by international

economic and financial institutions. Anticipating the current debate on

globalization, Myrdal proposed a form of democratic socialism that would

lead to a radical reform of the international organizations founded at

Bretton Woods, with the object of sowing the seeds for economic develop-

ment in which fairness and efficiency could coexist.

8.5.4. From Dmitriev to Leontief

Perhaps it is not possible to speak of a real Russian school of mathematical
economics, but there is no doubt that the beginning of the century saw the

formation of a group of Russian economists who faced certain problems of

economic theory using a common methodology, mainly based on linear
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algebra, and following a fairly homogeneous theoretical line of thought.

Their main doctrinal reference was general economic equilibrium theory;

but some of the Marxist debates, especially concerning the theory of value,

also provided important stimuli.

Undoubtedly, the most important exponent of this group was Vladimir
Karpovich Dmitriev, ‘the father and founder of Russian mathematical

economics’, who, in the Economic Essays on Value, Competition and Utility,

proposed a reconciliation between the Ricardian theory of prices and dis-

tribution and the neoclassical theory of marginal utility. The reconciliation

consisted in the demonstration that the former, even though analytically

rigorous, was a special case of the latter—a special case defined by the

hypotheses that production occurs in the presence of constant returns to

scale, perfect competition, and the employment of only one primary input:
labour. Dimitriev demonstrated that, under such hypotheses, conditions of

demand only influence the composition of output while prices are deter-

mined by conditions of production. It is easy to see here the essential ele-

ments of that ‘non-substitution theorem’ which was later to be rediscovered

in the 1950s. Dmitriev also anticipated some of the aspects of Leontief ’s

input–output model when he tried to calculate the total labour requirements

necessary for the production of the goods, those defined as ‘labour values’ in

classical–Marxist theories. Dmitriev supplied the first general formulation of
the criteria for determining such values, referring to a model of production of

n goods, and demonstrating that, in order to calculate the labour embodied

in these, it is necessary and sufficient to know the technical coefficients and

the direct labour coefficients. Therefore labour values, unlike exchange

values, do not depend on the distribution of income, as Ricardo seems to

have understood when struggling with the difficulties of the invariable

measure of value. Dmitriev calculated exchange values by completely

ignoring labour values, and expressed them in terms of the quantities of
labour invested and capitalized in previous ‘epochs’ to produce the wage

goods consumed by the workers. In an economy in which wage goods are

produced by means of wage goods, the rate of profit is determined simul-

taneously with the exchange values, and depends only on the production

conditions of wage goods, and not on those of luxury goods. Furthermore,

the rate of profit is a decreasing function of the wages.

Dmitriev only mentioned Marx occasionally, and focused his attention on

Ricardo; yet his conclusions are of great importance for the Marxist theory
of value, especially in regard to the problem of the transformation of values

into prices. Ladislaus von Bortkiewicz immediately realized this, and wrote

two important articles on the subject. By formalizing a numerical solution of

Tugan–Baranovskij and extending some of Dmitriev’s analytical procedures,

Bortkiewicz reached two important results. First, he proved that, contrary

to the opinion of some of Marx’s critics, the transformation is possible.

The deficiencies of the procedure adopted by Marx himself were due to the
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inadequacy of his analytical tools and not to a defect in the theory. Second,

however, he proved that precisely what made the transformation possible

also made it useless; in fact, production prices can be calculated without

knowing the labour embodied in the goods, so that the labour theory of

value can be relegated to a purely ‘auxiliary’ role.
The subject was taken up again by Georg von Charasoff, who tried to

reformulate in a rigorous manner the theoretical foundations of the Critique

of Political Economy. In regard to the transformation problem, he general-

ized Bortkiewicz’s solution to the case of n goods, and proved that the

transformation procedure followed by Marx was not mistaken, but only

incomplete, as it could be interpreted as the first step in an iterative trans-

formation process capable of approaching the solution of production prices.

However, in this way the inessential nature of the labour theory of value
emerges even more clearly. In fact, the iterative process can be initiated from

any price vector, so that the vector of labour values carries out the simple

role of an arbitrary vector of exchange values.

Von Charasoff discovered other interesting properties of the production-

prices model. He clearly distinguished between ‘basic products’ and luxury

products, and proved that production prices and the rate of profit only

depend on the production conditions of the former. He calculated the rate of

profit by means of a dual iterative process. Assuming a subsistence wage and
assimilating the inputs of wage goods to those of other capital goods, von

Charasoff proved that, by beginning from any vector of the quantities

produced, it is possible to go back to the vectors of the quantities employed

as inputs in preceding ‘epochs’ by means of an iterative process which

converges towards a particular input vector. He called this vector Urkapital

(primary capital). Its adoption in the productive process would generate an

output vector which would differ from Urkapital only by a scale factor. In

other words, in production with Urkapital the goods produced are in the
same proportion among themselves as the means of production, and the

profit factor coincides with the scale factor that links input to output. Fur-

thermore, if all profits are reinvested, the rate of growth of the production of

Urkapital will coincide with the rate of profit. Another important result

concerns the distribution of income, on which von Charasoff worked by

assuming as given the technology and real wages, and as variable the length

of the working day: he proved that, by reducing the latter, the rate of profit

would fall, to reach a zero level when surplus value is nil.
Let us return to Bortkiewicz. We know that he taught in Berlin from 1901

to 1931. In 1926 he was invited by Ragnar Frisch to form a group of

mathematicians and economists as the German section of what was to

become the Econometric Society. We do not know a great deal about

the activities of this group; but we do know that between 1926 and 1929

Bortkiewicz was in contact with Robert Remak, a German mathematician,

and with Wassily Leontief, who was taking his degree in Berlin. Bortkiewicz
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introduced Remak to the problem of the existence of solutions for a

‘circular-flow’ model of n equations. Remak worked on this and produced

one of the first rigorous proofs of the existence of solutions for a general-

equilibrium model, albeit of a very special type.

By a strange historical coincidence von Neumann was also teaching in
Berlin during that period (1927–9). We have no proof of any contacts

between him and Bortkiewicz’s group, but we know that in that period

(perhaps in 1928) von Neumann took part in one of Marschak’s seminars on

general equilibrium, during which he suggested the possibility of dealing with

the problem of free goods by using disequations. Already at that time he had

begun to think about the problems from which he was to develop the famous

‘von Neumann’ model.

On the other hand, we know that this model shares with those of
Bortkiewicz, Leontief, and Remak that special notion of production which

considers it as a ‘circular process’ of production of commodities by means of

reproducible commodities. This idea is directly linked to the concept of

‘economy as Kreislauf ’, as a circular flow. Even consumer goods, reduced to

the ‘necessities of life’, were treated as reproducible inputs in that model.

This concept was so basic and so strange for the times that von Neumann felt

the need to emphasize it from the first line of his 1937 work. From this point

of view, the endowments of scarce resources are simply ignored (von
Neumann was explicit on this), and the problem of price determination is

defined within the approach of reproducibility and not within the usual

neoclassical conception of scarcity: it is the production conditions of goods

that determine their prices, not their scarcity in relation to demand. This

conception not only united the abovementioned economists, but also clearly

distinguished them from the mathematical economists of Menger’s

Kolloquium. Schlesinger and Wald, for example, were working within a

tradition that went back to Cassel and specified the analysis of production in
terms of a unidirectional process. From this point of view, production begins

with the input of primary resources, nonproduced goods, and ends with the

production of final consumer goods, products not used as inputs.

Let us now return to Russia. There, in the 1920s, an important debate on

planning was taking place from which two pioneering theoretical contribu-

tions were to emerge, one by A. V. Chayanov and the other by P. I. Popov

and L. N. Litosenko. Chayanov developed Dmitriev’s theory, producing a

simple input–output model for agriculture. Popov and Litosenko did a
research aimed at improving calculations for the ‘material balances’ on

which the first attempts at planning were based. The material balances were

crude accountancy instruments aimed at calculating the uses and productive

requirements of various groups of goods on the basis of certain coefficients

of planned inputs called ‘norms’. These balances contained, in a nutshell, all

the information necessary to construct input–output tables. Popov and

Litosenko tried to integrate the information that could be deduced from
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these balances with theMarxian analysis of the reproduction schemes. In this

way they managed to reformulate these schemes, dividing the two Marxian

sections into twenty-two productive sectors. The results were rather primi-

tive, but there is no doubt that the first step had been taken towards the

construction of the input–output model. Leontief was well aware of the work
of the two pioneers, having reviewed it in 1925, before publication. He also

knew of the work of Bortkiewicz, under whom, in 1927, he had prepared his

degree dissertation. In 1928 he published part of his dissertation in an article

in which he presented a small model similar to those of Bortkiewicz and

Remak. In 1931, Leontief emigrated to America, where he began teaching at

Harvard University. In 1931 he began the research which was to lead him to

the invention of the input–output model. In 1936 he published his first

important results, but it was not until 1941 that he published The Structure of

the American Economy, 1919–29, today considered the classic work on

input–output analysis.

His work continued in the following decade, and led to the publication of

Studies in the Structure of the American Economy (1953) and Input–Output

Economics (1966). During the 1950s and the 1960s this new branch of

economic theory caused a real research boom: a boom which gave rise to

various analytical advances in regard both to empirical applications and to

theoretical formulations. We will discuss these in Chapter 11.
Here we will limit ourselves to a short presentation of the most elementary

and fundamental of Leontief’s contributions, the static and open input–

output model. The analysis assumes the knowledge, which can be deduced

from empirical research and from national accountancy data, of an input–

output table such as the following:

X ¼
x11 x12 � � � x1n
x21 x22 � � � x2n
� � � � � � � � � � � �
xn1 xn2 � � � xnn

2
664

3
775

where xij represents the amount of output of sector i used as input in sector j.

Let x¼ [x1, x2, . . . xn]’ be the column vector of the quantities produced in the

various sectors. Then, if constant returns to scale are assumed, it is possible
to divide each element of the input–output table by the corresponding

element of the vector of outputs and calculate the technical coefficients. In

this way, one obtains a matrix of technical coefficients, A¼ (aij), in which

aij¼ xij /xj is the coefficient of the input of product i in sector j.

By imposing equality between supply and demand for each product, the

following system of equations is obtained:

x ¼ Axþ y

where x represents the supplies of the various products, Ax the demand

for intermediate uses, y¼ [ y1, y2, . . . yn]’ the demand for final uses. If the
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economic system is ‘vital’, it is possible to produce a quantity of each good

which is not inferior to that used as input and at least one good in a higher

quantity. Then it is possible to solve the equation to determine the levels of

output necessary to produce the desired final quantities:

x ¼ ½I � A��1
y

where I is the identity matrix and (I�A)�1 is ‘Leontief ’s inverse matrix’. The

ith column of such a matrix contains the output quantities of the various

goods that must be activated to obtain one unit of good i in the final demand.
If we multiply the preceding equation by the vector of the labour coefficients

l¼ (l1, l2, . . . ln), we will find the level of aggregate employment L¼ lx¼ l

(I�A)�1 y. It should be noted that the vector l (I�A)�1 is the vector of total

labour requirements necessary to produce an amount of each product which

appears in the final demand; in other words, it is the vector of labour values.

We will conclude this section by mentioning Leonid Vitalevic Kantorovic

(1912–86), an important Russian mathematician and economist who was a

contemporary of Leontief. Among his economic works was Mathematical

Methods of the Planning and the Organization of Production (1939), in which

he traced the general and essential lines of the theory of linear programming.

However, he was not able to find an efficient method for the solution of

linear-programming problems, a failure which was later to be overcome by

Dantzig, who thus opened the way for practical applications for this type of

programming.

8.5.5. The reawakening of Marxist economic theory

The years from the publication of the first volume of Capital (1867) to the
beginning of the new century saw the affirmation of Marxist hegemony over

socialist thought. Original works produced by Marxist writers in that period

were very few indeed, however, especially in the field of economics. The truth

is that, as soon as Marxism became the official ideology of the German

Social Democrats and, through the Second International, of the interna-

tional workers’ movement, it rapidly transformed itself from the critical

theory it had been for Marx into a new kind of orthodoxy. In this form it was

only able to produce very few theoretical innovations. It was not until the
1910s that there was a reawakening of creativity among the Marxist econ-

omists. Driven on by an unrestrainable social explosion, various socialist

militants tried to apply the theoretical instruments of Marxian economics to

understand the nature and the evolutionary tendencies of contemporary

capitalism. We have only time to mention three of the most important works

of that decade: Das Finanzkapital (1910) by R. Hilferding, Die Akkumulation

des Kapital (1913) by R. Luxemburg, and Der lmperialismus (1816) by

V. I. Lenin.

313the years of high theory: ii



Hilferding tried to account for a fundamental structural change in the

capitalism of the belle époque: the emergence of German-type mixed banks,

their intrusion into the productive sphere, and the role they played in

accelerating the processes of ‘concentration’ and ‘centralization’ of capital.

The other two books analysed the tendency of capital in the most developed
countries to spread through international markets, generating and embit-

tering interimperialist conflict, while the capitalist mode of production was

extended on a world scale. Luxemburg’s basic argument was that the

imperialistic drive was due to the lack of effective demand generated in

internal markets due to a very unequal distribution of income. Lenin’s work,

on the other hand, by drawing on Hobson’s and Hilferding’s theories,

focused on the effects of monopolistic power on the tendency of capitalist

countries to expand their empires.
Then, in the 1920s, immediately after the Russian Revolution, a brief

season of fervent creativity exploded in the Soviet Union. That season

however soon died away under Stalin’s purges, in which, among others,

economists like Kondratiev, Chayanov, and Feldman disappeared. The

revolution had freed intellectual energies and, at the same time, placed a

series of extremely important problems on the agenda. We cannot here give

the Soviet debates of the 1920s all the attention they deserve. We have

already mentioned briefly the debate on planning; here we will mention two
other interesting debates, on the crisis of capitalism and on the problem of

socialist accumulation.

An interesting contribution by Nikolaj Dmitrievic Kondratiev emerged

from the debate on the crisis of capitalism. In various works published in

Russian between 1925 and 1928, Kondratiev tried to give a theoretical

explanation, as well as an empirical verification, of the long waves (or major

cycles). Such waves had already been noted in 1901 by the Russian Marxist

economist A. I. Helphand, and the study of them had already produced
fruitful results, in 1913 from Pareto and from J. van Gelderen and in 1924

from S. de Wolff. It is interesting to note that three out of four of these

forerunners of Kondratiev were Marxists. Kondratiev’s empirical verifica-

tion was not very convincing and his theoretical explanation was even less so.

However, his work was noticed because it was ingenious. Based on a mixture

of Tugan-Baranovskij’s cycle model and Marshall’s short- and long-run

equilibrium theories, Kondratiev’s theory endeavoured to explain different-

length reinvestment cycles by means of the different lengths of periods of
capital immobilization. He maintained that the major cycles, which are half a

century long, are generated by capital immobilizations due to important

long-run investments in infrastructure, roads, railways, etc. Kondratiev’s

main article on the argument was published in 1925 and translated into

German in 1926. It became finally known to a wide audience when it was

published in the Review of Economics and Statistics in 1935 with the title ‘The

Long Wave in Economic Life’.
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Another important discussion of that period focused on the industrial-

ization of the Soviet Union. The pearl that came out of this debate was an

article by G. A. Feldman of 1928. Feldman began from the Marxian schemes

of reproduction, which he modified by including in the two sectors producing

consumer goods and fixed capital the industries producing the circulating
capital used by them. He hypothesized a constant capital–output ratio in the

two sectors, and posed the problem of how to share investments among them

so as to obtain the maximum rate of accumulation for the economy as a

whole. He concluded that the rates of capital growth in the two sectors must

be equal. The principal merits of the model are not those arising from the

disaggregation into two sectors, however, but rather those that refer to the

aggregate relationships existing between growth in the stock of capital and

growth in production. In his study of this relationship Feldman anticipated
some aspects of the Harrod–Domar model of warranted growth. It is also

important to note that Domar was one of the few contemporaries of

Feldman who appreciated his work, from which he was inspired to construct

his own model.

Outside the Soviet Union, Marxist economic thought did not produce

particularly innovative results in the inter-war years. In regard to the

problem of the crisis of capitalism, old pre-war debates on the final break-

down came to light again, but without giving any new light. A particularly
interesting contribution was made by M. H. Dobb, who, in Political Eco-

nomy and Capitalism (1937), and especially in the chapter on crises, proposed

a non-dogmatic version of Marxist economic theory which was full of

Keynesian suggestions. Times were changing, however, and Dobb’s original

interpretation of Marxist theory had little success. Greater success was

achieved in Marxist circles by the more orthodox and simpler synopsis of

Marxist economic thought given by P. M. Sweezy in The Theory of Capitalist

Development (1942), a book which was to become the authority on the
interpretation of Marx for more than a quarter of a century.

Finally, in regard to value and profit, we should mention two important

contributions by K. Shibata come out in 1934 and 1939. In regard to the fall

in the rate of profit, Shibata formulated a theorem according to which, if the

criterion of profitability in the choice of techniques is that of cost reduction

(rather than that of increasing labour productivity), then, given the wage

rate, technical change will always lead to an increase in the rate of profit,

whatever the nature of the innovation. A few decades later, N. Okishio, in
reconsidering Shibata’s theory, showed that this was not a demonstration of

the fallacy of the theory of the falling rate of profit but an indication of the

restrictive hypotheses on which its validity depends, in particular: the

output–capital ratio must be decreasing. On the subject of value, Shibata

took up again Bortkiewicz’s solution to the problem of transformation,

confirming that the calculation of labour values was not necessary to

the determination of prices and the rate of profit. As had happened to
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Bortkiewicz in Europe 30 years before, these arguments were ignored by

orthodox Marxism, not only in the West but also in Japan. In fact, they were

dangerous for the labour theory of value, as they implied, if taken to their

extreme logical conclusions, that the only correct solution to the problem of

the transformation was its dissolution. This only became clear, however, in
1960, with the work of Sraffa.
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PART II

Contemporary Developments of
Economic Theory



9

Contemporary Macroeconomic Theories

9.1. From the Golden Age to Stagflation

During the dark years of the Second World War people were already
beginning to discuss the bases on which the world economy could be rebuilt

when the war was over. Between the First and Second World Wars, not only

did Great Britain lose its position of economic leadership but the back-

wardness of the whole of Europe became evident, while technology, capital,

and organizational methods began to be massively imported from the United

States. Thus the latter played a major role in determining the directions of

reconstruction. There were three principal presuppositions on which the new

period of prosperity was based: economic development as an instrument to
solve distributive conflicts and to control Communism; European integra-

tion as an insurance against the outbreak of another world war; and inter-

national coordination as a condition for avoiding disruptive crises such as

those of the interwar period.

The Marshall Plan contributed decisively to the renewed industrial

development of the European countries, pushing them towards economic

collaboration, supplying the means for importing indispensable raw

materials, resolving the ‘German question’ without creating problems of
reparation payments and, finally, instilling in the Europeans the wish to

imitate the American way of life. Also very important were the international

monetary agreements concluded at Bretton Woods in 1944, with the

foundation of the International Monetary Fund and theWorld Bank and the

signing of GATT, mechanisms designed to co-ordinate monetary and

commercial measures on the world scale.

The great boom that followed was generalized, involving the old

industrialized countries and some of the new, born from the process of
decolonization. Naturally, those that had a solid industrial base were able to

narrow the gap with the USA, giving rise to a real ‘economic miracle’;

however, most countries which were emerging at that time from their

colonial past enjoyed rather limited improvement, mainly dependent on the

sale of raw materials on international markets.

The push towards European integration turned out to be much more than

a vague proposal: it led to the creation of the European Coal and Steel

Community and later to the Common Market, and to all the other com-
munity initiatives which gave life to the new European economy. The decline

of the European economies was soon arrested, with important consequences



for relations not only with the USA but also with Eastern Europe, which had

remained largely outside the development process.

These were the years of great exoduses of the labour force, from agricul-

ture to industry and from the countryside to the cities; years of great social

and cultural transformations, such as the growth of urban areas, changes in
consumption patterns and cultural models, increased population mobility,

the large expansion in the number of cars, and the achievement of a general

rise in the standard of living. Trade union protests were limited, and this was

partially due to the permanently high labour demand, which gave workers a

strong opportunity to improve their economic position.

Such a sustained, rapid, and widespread growth had never before been

experienced. The war and crises were rapidly forgotten; it seemed that there

were no limits to economic expansion. When the first man landed on the
moon in 1969, it seemed that any challenge could be met. Scientists and

economists enjoyed enormous social prestige, and it seemed they could

achieve anything that the human mind conceived.

The golden age of the 1950s and 1960s was in fact short-lived. The land of

Cocaigne, with its abundance and harmony, was not just around the corner.

It was trade union protests which first brought governments back to the

harsh reality of the class struggle and made them understand that there was

still a fundamental conflict, despite the rapid economic growth. Then serious
disruptions in the international monetary system began to manifest them-

selves; and the dollar, weakened by the costs of Vietman War and by the

strong growth in other industrialized countries, was no longer able to govern

that system. At the beginning of the 1970s, the Gold Exchange Standard, as

established at BrettonWoods, was abandoned, first by the devaluation of the

dollar and then by the declaration of inconvertibility.

As far as raw materials were concerned, the situation was also reaching

boiling point. Growing realization of the exhaustibility of resources and the
gradual increase in the autonomy of the producing countries led to inevitable

price rises which noticeably altered the terms of trade, especially in regard to

oil. In this case, the existence of a small number of producer countries

favoured the creation of a strong (but not omnipotent) international cartel

which helped to raise the price of oil by 400 per cent in 1973, and managed to

maintain it at a high and rising level in the following years.

Many countries suddenly found themselves with large balance-

of-payments deficits, and had to resort to international loans and restrict-
ive internal measures. Thus there was an increase in the foreign debt of many

countries and, on the other hand, inflationary processes and restrictions

in demand broke out. The growth rate of the world economy slowed down

drastically. International co-ordination agencies showed to be incapable in

dealing with the new problems.

Despite a worldwide network of lenders of last resort at work, some

dramatic bank collapses could not be avoided. There were serious stock
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exchange crises which, however, did not cause the avalanche effects that had

been seen on previous occasions; and this was largely due to the speed and

wisdom of central-bank and government interventions. There were attempts

at strengthening co-ordination and monitoring of the international economy,

for example by means of the creation of the European Monetary System and
by the conferences of the ‘Big Seven’ industrialized countries. On the other

hand, many countries were experimenting with new forms of industrial

relations.

In general, throughout the 1970s and 1980s the international scene was

characterized by strong uncertainty and instability, and this made it difficult

for governments to co-ordinate and programme long-term economic policies

and for large companies to formulate coherent development plans. The latter

were being forced to find new organizational modules so as to make their
production flows more flexible and better adapted to the consumption

patterns of their customers. This process led to the construction of a network

of linked companies which function in a much more complicated way than

has ever been seen in the past.

Finally, growing concerns about environmental issues, especially about

pollution caused by the extension of mass industrial production, have added

new demands for a rethink of the development model which dominated the

1950s and 1960s.

9.2. The Neoclassical Synthesis

9.2.1. Generalizations: the IS-LM model again

In Chapter 8 we showed how attempts to normalize the Keynesian heresy

began immediately after the publication of the General Theory. The speed of

the neoclassical reply is surprising when we consider that Hicks’s paper,

‘Mr Keynes and the Classics’, was published in 1937 and had already been

presented at a meeting of the Econometric Society in 1936. Attempts at

reabsorption and generalization were resumed immediately after the war,

and occupied economists for another two decades. These attempts gave birth

to the theoretical approach to macroeconomic problems which became
known as the ‘neoclassical synthesis’ and which constituted the hard core of

orthodox economics after the Second World War. Many scholars define this

approach as ‘neo-Keynesian’, but this is not correct, unless the term is

intended as a contraction of ‘neoclassical-Keynesian’. The label used by

Robinson, ‘bastard Keynesian’, is perhaps a little strong, but expresses

the concept well. Here, however, in order to avoid misunderstandings,

we will mainly use the term ‘neoclassical synthesis’, which seems to be

the most correct. Many economists have contributed to the construction
of this theoretical system, but here we will mention only the most
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important: William Baumol, James Duesenberry, Lawrence R. Klein,

Franco Modigliani, James Edward Meade, Don Patinkin, Paul Anthony

Samuelson, Robert Solow, and James Tobin. We will begin by commenting

on two fundamental works: Modigliani’s ‘Liquidity Preference and the

Theory of Interest and Money’ (1944), which opened the dance, and
Patinkin’s Money, Interest and Prices (1956), especially the largely modified

second edition, of 1965, which practically closed it.

Modigliani, in his article, developed Hicks’s IS-LM model with the aim of

formulating a more general theory than that of Keynes. He constructed a

‘generalized classical’ model, using Hicks’s equations and limiting himself

to replacing the hypothesis of fixed money wages by one of flexible wages—

thereby obtaining, as special cases, the traditional (neo)classical and the

Keynesian models.
The former differs from the ‘generalized’ model as it adopts the

Cambridge quantity equation instead of the liquidity preference equation.

The latter differs from it because of its hypothesis of rigid money wages.

Modigliani proved that the (neo)classical model shows the usual dichotomy

between the real and the monetary sectors of the economy. Flexible wages

ensure that a full employment equilibrium is reached in which all the real

variables depend on real factors. The neutrality of money ensures that

variations in the quantity in circulation only influence the level of prices and
other monetary variables. With the liquidity trap set aside as a very special

case, Modigliani then showed how, given the money supply, macroeconomic

equilibrium could be reached in the Keynesian model at any level of

employment, so that there is no guarantee of full employment. He also

showed that the hypothesis of rigid money wages caused this result. The

reason is very simple: with a given money supply, the constraint on money

wages becomes, in fact, a constraint on real wages. Monetary conditions

determine the monetary income. Real income will vary in order to equate the
marginal productivity of labour to the real wage; and there will be a different

level of employment for each different wage level.

In the years after the publication of Modigliani’s article, attention was

focused on the way in which wage and price flexibility manage to neutralize

Keynes’s theory. It had seemed to some students that there were at least two

very special cases in which not even the flexibility of wages could defeat

Keynes’s arguments. One is the liquidity trap, already mentioned in

Chapter 7. The other is that of the interest inelasticity of investments. If one
hypothesizes that not only savings but also investments are independent

of the interest rate, the IS curve assumes a vertical position, so that no

monetary policy is able to influence the level of employment. Well, it is

proved that even in these cases it is necessary to assume rigidity of prices and

wages in order to obtain Keynes’s conclusions.

A key role in this demonstration was played by the so-called ‘wealth

effect’, of which two types can be distinguished: the ‘Pigou effect’ or
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‘real-balance effect’ and the ‘Keynes effect’ or ‘windfall effect’. Let us assume

that unemployment exists. If money wages are flexible, they will fall, and this

fall will be followed by a decrease in prices. Taking the money supply as

given, the liquid balances of economic agents will increase in real terms. Then

the agents will reduce their demand for money in an attempt to regain their
desired liquid balances. This will cause the LM curve to shift to the right.

A price fall corresponds to an increase in the money supply in real terms, and

this occurs automatically with unemployment. Second, an increase in the real

cash balances makes the economic agents feel richer and, as a consequence,

induces them to raise their demand for consumer goods. This will cause the

IS curve to move to the right, pushing the economy towards full employ-

ment. Furthermore, the increase in the money supply in real terms will cause

the rate of interest to fall, and this will raise the value of financial assets. The
consumers, feeling richer, are able to reduce their propensity to save and this,

while pushing the IS curve further to the right by increasing the multiplier,

will also modify the slope of the curve. Savings become sensitive to variations

in the interest rate, and the IS curve, if it was vertical, now becomes nega-

tively sloped.

Finally, the addition in entrepreneurs’ financial wealth caused by interest

rate reduction will induce them to spend more, even in investment activity.

This is the Keynes effect, which implies an increase in the interest-
sensitiveness of investments and therefore a further change in the slope of

the IS curve. Moreover, if the windfall profits caused by interest rate

reduction make the entrepreneurs more optimistic, then the IS curve will

shift further to the right. In conclusion, horizontal LM and vertical IS curves

cannot do any harm: if prices and wages are flexible, the economy has the

strength automatically to bring itself towards full employment. Keynesian

under-employment equilibrium is no longer admissible, not even as a special

case.
It was Patinkin who settled these results within a general-equilibrium

model, and who, in the abovementioned book, managed to generalize the

generalized neoclassical model of Hicks and Modigliani. The new general-

ization consisted, on the one hand, of the introduction of a fourth market,

that of financial assets, besides those of ‘national product’, money, and

labour, and, on the other of the introduction of a new variable in the supply

and demand functions of all four goods, i.e. the price level. This variable

enters into the supply and demand functions of labour together with money
wages, in such a way that only real wages count, thus eliminating any pos-

sible ‘monetary illusion’. It enters the demand functions for goods, money,

and bonds as well as that of the supply function of bonds, as a deflator of

liquid balances, so that only their real value counts. It is not surprising that

in this model the neutrality of money and the usual neoclassical dichotomy

are confirmed. The beauty of Patinkin’s theory is in its clear elucidation of the

hypotheses on which his conclusions depend. The two principal hypotheses
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concern the absence of monetary illusion and the perfect flexibility of prices

on all markets. There seems to be no hope for Keynes: if interpreted within a

general-equilibrium model, his general theory dissolves into nothing.

Together with this kind of generalization work, the economists of the

neoclassical synthesis carried out a series of investigations on specific aspects
of Keynesian theory with the aim of correcting some of its particular flaws,

refining some of its peculiar theses, and adjusting the latter to the results of

empirical research. From such work some debates originated which led to

the discarding or amending of certain peculiarities of Keynes’s theory in such

a way that it finally became unrecognizable. Here we will consider four of the

most important macroeconomic problems tackled in the 1950s and 1960s:

those of the consumption function, the demand for money function, the

theory of inflation, and the theory of growth.

9.2.2. Refinements: the consumption function

The consumption function played a fundamental role in Keynes’s theory, as
it allowed the identification of a simple relationship between consumption

and income from which a measure of the marginal propensity to consume

and the multiplier could be obtained. It is important that such a function is

stable, in the sense that its parameters do not vary significantly when the

magnitudes of the variables change. Only if the multiplier is stable can the

Keynesian procedure for explaining the variations in income and employ-

ment by autonomous expenditure be considered legitimate. The Keynesian

consumption function in its simplest form is:

C ¼ C0 þ cY

where C0 is a constant, C represents consumption, and Y the disposable
income (i.e. the income earned net of taxes). In this function, the average

propensity to consume, C/Y, is higher than the marginal propensity, c. It is

obvious that such a function cannot hold true in the long run, nor can it be

applied to a long period; otherwise, it would lead to negative aggregate

savings corresponding to low income levels.

Another function which holds true in the long run, as Simon Kuznets

(1901–85) showed in Uses of National Income in Peace and War (1942), is a

function of the following type:

C ¼ bY

in which the marginal propensity to consume, b, coincides with the average

one and is higher than that measured by c. This type of function, being well
adapted to a long historical period, was soon to be known as the long-run

consumption function. The other one, which is better adapted to the cross-

sectional data of family budgets, became known as the short-run function.
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A simple and reasonable explanation of the differences between short-run

and long-run functions was offered by the ‘relative income’ hypothesis,

which was proposed by Dorothy Brady and Rose Friedman and then

developed by Duesenberry. According to this hypothesis, family consump-

tion is a function of ‘relative’, besides absolute, incomes. Poor families have
an average propensity to consume which is higher than rich families, so that

cross-section data show a decreasing average propensity to consume. When

the national income increases, without any change in its distribution, the

consumption of all families will increase in the same proportion, in such a

way that the distribution of consumption will also remain broadly constant.

In this way, the national average of the average (family) propensities to

consume can remain constant through time. In other words, with a variation

in the national income the short-run consumption function would shift
upwards along a long-run function. This explanation, despite its reason-

ableness, did not have a great deal of success, perhaps because, being too

faithful to the Keynesian spirit, it did not attribute great weight to the need

to find a microeconomic foundation based on the assumption of maximizing

behaviour of the consumers, or perhaps because neoclassical economists love

sociological reductions less than psychological ones, or perhaps for both

reasons.

A suggestion which achieved more success was that advanced by Tobin in
1951, when he included wealth among the arguments of the short-run

consumption function. His suggestion was taken up by Modigliani and

Brumberg, who, in ‘Utility Analysis and the Consumption Function:

An Interpretation of Cross-Section Data’ (1954), put forward the so-called

‘life-cycle’ hypothesis. The new theory underwent various modifications and

refinements in the debates that followed, but few substantial changes. It can

be presented succinctly in the following way. In the presence of an additive

utility function, and with decreasing marginal utility, consumers try to dis-
tribute their consumption in a uniform way over their life span, so as not

consume too much when they earn a lot and too little when they earn little.

Thus, during their working years they save so as to accumulate wealth to use

when they are old and when they have stopped producing income. The

consumption function has two arguments: wealth, W, and the life-long

expected income, Ye, which is what the individual expects to earn on average,

annually, over his life. The function will be:

C ¼ aW þ cYe

Kuznets’s problem is easily solved if the ratio between wealth and disposable

income and between life income and disposable income are assumed con-

stant. Then the average propensity to consume, C/Y¼ aW/Yþ cYe/Y, will be

constant. However, this will only happen in the long run, when it is legit-

imate to assume that the wealth–income ratio is constant. In the short run,
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on the other hand, such a relationship will oscillate considerably, and with it

the average propensity to consume.

Not too dissimilar to this is Milton Friedman’s theory of ‘permanent

income’, formulated in A Theory of Consumption Function (1957). Permanent

income is defined as the present value of future wealth. As this is unknown,
the evaluation of permanent income depends on the expectations of the

consumers. Assuming adaptive expectations, permanent income, Yp, can be

calculated as a weighted average of the incomes earned in past years—in

practice, as an average of current incomes earned in the two years of the most

recent past, Y and Y�1:

Yp ¼ aY þ ð1� aÞY�1

with 0< a< 1. The long-run consumption function will depend on per-

manent income, and will be:

C ¼ bYp

However, in the short run the current income will differ from the permanent

one because of a random transitory component. If it is lower, the short-run
average propensity to consume will be greater than the long-run one, and

vice versa. Thus, the marginal propensity will be lower than the average

propensity, and this can be explained by the fact that individuals do not

know whether the variations observed in their current incomes will be

maintained through time or are only transitory. Therefore, by regressing

consumptions on current incomes the following function should be obtained:

C ¼ C0 þ cY

which is the same as the simple Keynesian consumption function. But

Friedman has derived it from a theory which explains it as a highly unstable

function. The parameters can vary substantially with changes in current
income, as this includes a strong random and transitory component. We will

see later which important role was to be assigned by Friedman, in the attack

on Keynesian theory, to the instability of the consumption function.

9.2.3. Corrections: money and inflation

Another field in which the theorists of the neoclassical synthesis went beyond
Keynes was that of the theory of the demand for money. In Keynes’s model,

speculators carry out a key role. They speculate on the changes in the value

of financial assets, forming expectations based over an extremely brief period

and paying no attention to the fundamentals which should govern share

prices. Such expectations assume the form of forecasts with regard to the

expectations of others and, on certain occasions, when the markets are

dominated by phenomena of mass psychology, they become self-fulfilling,
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producing instability and abrupt crashes. If the demand for money is

dominated, or is influenced to a substantial degree, by speculation of this

type, it will be affected by drastic changes or unexpected jumps following

variations in the opinions of the speculators. As these opinions can also vary

unpredictably in relation to interest rate changes, the demand function for
money is extremely unstable, and is unable to provide reliable support

to monetary policy. In fact, Keynes was rather sceptical, not only about

the efficacy, but also about the implementation of discretionary monetary

policies.

The neoclassical revision of Keynes’s theory of the demand for money had

three main aims:

(1) to expel destabilizing speculation from the theory;

(2) to find microeconomic foundations capable of linking the aggregate

demand for money to some form of individual maximization

behaviour;

(3) to construct a stable function of the demand for money.

An attempt to account for the existence of a stable relationship between the

transaction demand for money and the rate of interest was made by Baumol

in 1952. By applying the theory of inventory decisions to the demand for

money, Baumol demonstrated that the transaction demand depends on the
volume of transactions, on the costs that must be sustained to convert short-

term assets into money, and, above all, on the rate of interest. This occurs

because the cash balances held by firms for the normal running of business

represent a cost in terms of the yields forsaken for not having invested the

wealth in less liquid assets. When the rate of interest increases, this oppor-

tunity cost also increases and, all other conditions being equal, the

companies are induced to reduce their cash balances. The transaction

demand for money is therefore a decreasing function of the rate of interest.
More ambitious attempts to find a microeconomic foundation for mon-

etary theory were made by Hicks and Tobin. In the 1950s a theory of

portfolio selection was developed, about which we should mention at least

two works by Harry Markowitz, the article ‘Portfolio Selection’ (Journal of

Finance, 1952) and the book Portfolio Selection (1959), and one by Tobin,

‘Liquidity Preference as Behaviour toward Risk’ (Review of Economic

Studies, 1958). Tobin directly tackled the problem of the speculative demand

for money, and solved it by reducing it to a problem of choice in respect to
risk. The holding of non-liquid assets gives a return, which is the sum of the

interest and the capital gains, that cash cannot give. Economic agents

formulate expectations in regard to possible capital gains, and specify these

in the form of a frequency distribution. They admit the possibility that actual

values might differ from expected ones, and attribute to each of these pos-

sibilities a subjective probability. Tobin assumed, for the sake of simplicity,

a normal distribution, and took its mean as a measure of the expected value
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and its standard deviation as a measure of risk. Given the current rate

of interest and the expected capital gain, the expected returns from the

investment will be an increasing function of risk. As the percentage of wealth

invested in non-liquid assets increases, so do the returns, but also the riski-

ness of the investment. The investor will have preferences concerning the way
to combine returns and risk. His problem is therefore reduced to one of

maximizing satisfaction, and the way in which he divides his wealth between

money and non-liquid assets will depend on his risk aversion. In order to

induce a typical investor, who is assumed to be averse to risk, to increase the

demand for non-liquid assets and therefore to decrease the demand for

money, it is necessary to increase the interest rate. Thus, the speculative

demand for money is a stable decreasing function of the interest rate.

In ‘A General Equilibrium Approach to Monetary Theory’ (1969) Tobin
extended the theory of portfolio choice to the general case in which agents

must choose among a vast range of financial assets. Among these he included

real capital stock. Furthermore, he introduced a new variable, q, which he

defined as the ratio between the market valuation of a firm and the

replacement cost of its capital. This is the origin of the famous ‘q-theory’ of

accumulation. When q increases, firms have no difficulty in finding external

finance, which is abundant and cheap; therefore, real investments will

increase. When q decreases and the stock market valuation becomes lower
than the replacement cost of capital, firms which wish to invest will find it

more advantageous to buy other firms or shares in other firms on the stock

exchange, rather than increase their real investments. Thus, investments are

an increasing function of q. It is this q that should appear in the IS-LM

model, rather than a generic ‘rate of interest’. It remains true, however, that q

depends, in any case, on the decisions of the monetary authorities about

interest rate levels and structure. Therefore, the possibility that investments

are insensitive to discretionary monetary policies must be excluded.
Another field of investigation in which the neoclassical synthesis tried to

improve upon Keynes was the theory of inflation. On this subject Keynes

had formulated a precise theory as early as the Treatise. And he remained

basically faithful to that theory even after the publication of the General

Theory; so much so that he reproposed it almost unchanged in How to Pay

for the War (1940). He believed that inflation depends on the excess of

aggregate expenditure over real output, and therefore that it becomes a

relevant problem only in the presence of full employment. In such a situ-
ation, an excess of aggregate demand increases profits and initiates a

cumulative inflationary process which, by modifying the distribution of

income in favour of the capitalists, will continue until savings have increased

to the level necessary to finance investments. A corollary of this theory

(which, however, was developed by post-Keynesians rather than by Keynes

himself ) is that, in an unemployment situation, inflation cannot be explained

by the forces of demand, but only by the impulses coming from costs.
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This dualistic theoretical stance, with pure demand-pull inflation in periods

of full employment and pure cost-push inflation in the presence of unem-

ployment, did not seem very elegant, and was disliked by many economists;

and as soon as a pretext appeared on which to reject it, all the neoclassical

Keynesian economists seized the opportunity. The pretext was offered by
Alban William H. Phillips, who, in ‘The Relationship between Unemploy-

ment and the Rate of Change of MoneyWage Rates in the United Kingdom,

1861–1957’ (1958), set out the results of an empirical investigation fromwhich

emerged the existence of a decreasing function between the growth rate of

money wages and the rate of unemployment. The orthodox theoretical

explanation of the ‘Phillips curve’ was given by Richard George Lipsey.

Wages change as an increasing function of the excess demand for labour. The

rate of unemployment reflects this excess demand. In this way, the Phillips
curve is reconciled with the orthodox theory of wages, except for the fact,

which was later to turn out to be crucial, that it is not the variations in real

wages but those in money wages that it makes depend on the excess demand.

9.2.4. Simplifications: growth and distribution

The final step that still had to be taken to complete the reabsorption of

Keynes into the neoclassical theoretical system was to show that the interest

rate, while being influenced by monetary forces, remained regulated by real

forces; and that, in the end, it was possible to reduce it to be precisely what

Keynes had denied it was, i.e. the price of the services of real capital, or the

equilibrium price of savings and investments. Hicks and Modigliani, in

the two abovementioned articles on the IS-LM model, had already tried
to reach this result. But that model, based as it was on the hypothesis of

temporary equilibrium (with a given capital stock) did not lend itself to this

purpose. To make interest the equilibrium price of the services of capital, it is

necessary to be able to link it to the productivity of capital and make it

depend on the proportions in which capital is utilized in relation to other

factors. Besides this, it is essential that these proportions can be linked to the

decisions of optimizing economic agents, as the equilibrium is a situation in

which the individuals have maximized their own objectives. Finally, the
capital stock cannot be taken as given; and it is concept of long-run equi-

librium that must be referred to. These objectives were reached (at least it

seemed so at that time) by the neoclassical growth models.

We will ignore the vast amount of literature which appeared on the subject

in the 1960s, and limit ourselves to mentioning the first and simplest of these

models, that formulated by Solow in ‘A Contribution to the Theory of

Economic Growth’ and by T. W. Swan in ‘Economic Growth and Capital

Accumulation’, both published in 1956. However, it is important to point
out that, a year before, Tobin had already drawn the essential lines of this

model in ‘A Dynamic Aggregative Model’.
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The explanation of the interest rate by the marginal productivity of capital

was only one of the birds to be killed with Solow’s stone. Another was the

solution of a basic problem concerned with growth which had emerged from

the Harrod–Domar model: that of the possibility for a capitalist economy

to grow at the ‘natural’ rate, ensuring the maintenance of full employment.
The neoclassical economists set aside the problem of stability from the very

beginning by assuming that the economy always grows at the warranted rate.

Then the problem of natural growth was solved by adding to the three basic

equations of the Harrod–Domar model (see section 7.1.6) an aggregate

production function of the type Y¼F(K, L), in which Y represents the

national income, K capital, and L labour. In Chapter 11, when we consider

the debate on the theory of capital, we will discuss the analytical and

theoretical difficulties inherent in the concepts themselves of an aggregate
production function and aggregate capital. Here we will ignore them by

treating capital as if it were jelly.

If constant returns to scale are assumed, the production function can be

rewritten as y¼ f(k), with y¼Y/L and k¼K/L, as shown in Fig. 11. Now, it

can be proved by making adequate hypotheses on the form of the production

function that, given the propensity to save, there is a unique capital—output

ratio which ensures equality between the warranted rate of growth and the

natural rate, n. In other words, a�, the full-employment capital—output
ratio, is determined endogenously in such a way as to guarantee the equality

s/a� ¼ n, or 1/a� ¼ n/s.

The solution of the Harrod–Domar problem was achieved by treating

the capital–output ratio as a variable, instead of as a datum. The economic

meaning of this solution must be found in the fact that, as the capital–output
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ratio is variable, entrepreneurs will choose it with the aim of maximizing

their profits. The techniques will change in response to variations in factor

prices. At any moment, if an unemployment situation occurs, the flexibility

of real wages guarantees a reduction in the cost of labour necessary to induce

the entrepreneurs to modify the techniques in such a way as to increase the
demand for labour. Unemployment can only be temporary and frictional. In

equilibrium, the wage rate will be equal to the marginal productivity of

labour, and the economy will grow with full employment.

In the same way, any monetary disturbance which alters the rate of

interest will induce entrepreneurs to modify their demand for capital in such

a way as to equate its marginal productivity to the cost of finance. Thus

equilibrium on the capital market will be ensured by an interest rate which

rewards the productive services of capital, being equal to its marginal
productivity.

The persuasiveness of this model was also linked to the fact that it seemed

to account in the simplest way for a historical phenomenon which Keynes

would have had difficulty in believing in and which the Harrod–Domar

model was incapable of explaining: the ability of the most advanced capit-

alist economies to grow by maintaining full employment, as had occurred

in the 1950s and 1960s. This phenomenon did not lead the neoclassical

economists explicitly to reject Keynes, but it did seem to justify their rejec-
tion of his pessimism. After all was said and done, the capitalist economy

seemed able to look after itself, so that Keynesian economic policies were

not needed to cure any incurable illness. At most they could be called up

to correct some imperfections, for example when trade unions insisted in

raising wages. In general, however, they were only needed to ‘fine-tune’

economic growth, and to minimize oscillations, so as to allow the ‘invisible

hand’ to work with ease. On the other hand, as they were short-run policies,

nothing more could be expected of them. In the same way in which
Keynesian theory did not damage the neoclassical theoretical framework in

any essential way, Keynesian policies would not impinge upon the operation

of the market.

9.3. The Monetarist Counter-Revolution

9.3.1. Act I: money matters

While the neoclassical synthesis was being built at theMassachusetts Institute

of Technology, Yale, and Harvard, Milton Friedman, at the University of

Chicago, was working on his personal reconstruction of the neoclassical

system. The monetarist theory, as Friedman’s reworking of the traditional

quantity theory of money was to be called, progressed at the same time as the
neoclassical synthesis and grew, apparently, in conflict with it, as it presented

335contemporary macroeconomic theory



itself as a criticism of Keynes’s economics, while the neoclassical economists

of MIT were proclaiming themselves as ‘neo-Keynesian’. The monetarist

counter-revolution began in 1956, when Friedman published ‘The Quantity

Theory of Money: A Restatement’. This famous article was followed by

other important works, later collected in The Optimum Quantity of Money

(1969), which contains the foundations of monetarist theory.

Friedman argued that the quantity theory had to be interpreted as a theory

of demand for money and not as a simple explanation of the price-level. Only

with the addition of specific hypotheses in regard to the supply conditions (of

money and real goods) would it have been possible to use that approach to

explain the price-level. He then reformulated the theory of money demand,

taking into account the advances made by modern research. After various

refinements, he proposed a model not dissimilar to those based on portfolio
choices. He included among the arguments of the money demand function

the interest rates on bonds and shares and the inflation rate (interpreted as a

negative rate of returns on liquid assets), as well as wealth and other struc-

tural and institutional variables. This function contains nothing substantially

new in comparison to the one used by the Keynesian neoclassical econo-

mists, and can be easily manipulated, as occurs when it is used in empirical

research, in such a way as to transform it into a demand function which is

only dependent on interest rate and level of income. Friedman was con-
vinced, even more than the Keynesian neoclassical economists, that this

function is extremely stable.

In a 1963 article written in collaboration with D.Meiselman, ‘The Relative

Stability of Monetary Velocity and the Investment Multiplier in the United

States, 1897–1958’, Friedman again presented the argument of the stability

of the money demand function under the form of a hypothesis on the stability

(and the magnitude) of the velocity of money circulation, which he renamed

the ‘monetary multiplier’. He coupled this with a hypothesis on the income
multiplier, which he maintained to be lower and more unstable than the

monetary multiplier. He justified this hypothesis with a permanent-income

theory of the consumption function. As consumption depends on permanent

income, and therefore on the incomes received in past years besides that of

the current year, the propensity to consume calculated on current income is

lower than that calculated on permanent income. Moreover, current income

always contains a transitory component which is random and extremely

variable. Therefore the propensity to consume, and the Keynesian multiplier,
are not only low but change markedly in response to changes in income-level.

The conclusion was simple: impulses from fiscal policy, which act on the

economy through the Keynesian multiplier, are less effective than monetary

stimuli, which work through the monetary multiplier.

This conclusion was reinforced by the so-called ‘crowding-out thesis’,

a modern reformulation of the traditional ‘treasury view’, which Keynes

had fiercely fought against. Given the money supply, an increase in public
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spending financed by borrowing will raise the rate of interest, and conse-

quently ‘crowd out’ private investments, so that aggregate demand will not

increase. On the contrary, given public spending, a rise in the money supply

will increase incomes, without raising the rate of interest:money matters. The

extreme argument about crowding-out requires a vertical LM curve, but,
generally, an LM curve which is steeper than the IS curve is enough to be

able to conclude that money is more important than real stimuli.

However, Friedman did not derive from this argument the conclusion that

discretionary monetary policy is advisable. In fact, in a monumental

investigation carried out in collaboration with A. J. Schwartz, A Monetary

History of the United States, 1861–1960 (1963), he believed he had demon-

strated that the influence of the money supply is strong but irregular, the

delay occurring between the monetary impulse and the real effects being long
and variable. This means that, even though money is able to disturb the real

economy, owing to the unpredictable nature of its real effects nobody would

be able to use it as an instrument of discretionary policy. The best thing to

do, for the monetary authorities, would therefore be to increase the money

supply at the rhythm required by long-run real growth and to leave the

market with the job of dealing with short-run adjustments.

9.3.2. Act II: ‘you can’t fool all the people all the time’

The decisive blow against Keynesian neoclassical economics was struck, at

the end of the 1960s, in two articles that attacked the theory underlying the
Phillips curve: one by E. S. Phelps, ‘Phillips Curve: Expectations of Inflation

and Optimal Unemployment over Time’ (1967) and one by Friedman, ‘The

Role of Monetary Policy’ (1968). It was pointed out that, if the Phillips curve

is interpreted in terms of the laws of supply and demand, and if agents are

assumed to be rational, then the rate of unemployment should not be related

to the variations in money wage, but to the variations in real wages. The

growth rate of the real wage is given by the difference between the growth

rate of the money wage and the expected rate of inflation. Given certain
inflationary expectations, the monetary authorities are able to reduce the

level of unemployment only if they increase the money supply in such a way

as to generate an inflation rate which is greater than the expected one. Thus

the entrepreneurs believe in a reduction in the real wage and increase the

demand for labour. The money wage will increase, and the workers, given

the inflationary expectations, increase the labour supply.

A simple linear ‘short-run Phillips curve’ will be:

_WW ¼ b _PPe � mðU �UnÞ
where _WW is the growth rate of money wages, _PPe the expected rate of inflation,

U the rate of unemployment, and Un its ‘natural’ level, the latter depending
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on the preferences of the economic agents and on technology. In corres-

pondence to given inflationary expectations, for example, _PPe
0 ¼ 0 the short

run Phillips curve will be negatively sloped, like curve I in Fig. 12. In order to

obtain a level of unemployment such as �UU the money supply must increase in

such a way that wages (and prices) rise at rate _WW 1. However, individuals are
not fooled for long. When they realize that the prices have risen, they will

raise their expectations, for example to _PPe
1 >

_PPe
0 ¼ 0. Now, if the wages

continue to increase at rate _WW 1, the workers will reduce the supply of labour,

so that, in Fig. 12, there will be a horizontal shift towards Un. To maintain

the unemployment at level �UU , the monetary authorities must increase the

monetary supply even more than before, so as to generate an inflation rate

equal to _PPe
2>

_PPe
1 .

This will again fool the economic agents and cause a movement towards
the left along curve II (corresponding to expectations _PPe

1 ). In conclusion,

to continue to fool the economic agents the authorities must trigger and

maintain an accelerated inflation process. This is the so-called ‘accelera-

tionist hypothesis’. In the presence of any rate of inflation, provided that it is

constant and therefore known to the economic agents, nobody is fooled, and

the economy will stabilize at the natural rate of unemployment, Un. In the

long run there is no decreasing function between unemployment and the

growth rate of money wages. Or, in any case, it is an extremely weak rela-
tionship. With the ‘long-run Phillips curve’, the expected rate of inflation

coincides with the actual one, and the curve itself will be more or less vertical,

like the L curve in Fig. 12.
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The long-run Phillips curve is obtained from the above formula when
_WW ¼ _PP¼ _PPe, where _PP is the actual rate of inflation. Then:

U ¼ Un � ð1� bÞ _PP=m

from which it can be seen that the curve is vertical, i.e. U¼Un, if b¼ 1.

In this case the monetary policy is completely ineffective as a full-

employment policy and has only inflationary effects. If, however, b< 1, the

long-run Phillips curve is sloped, even if less than the short-run curve. b is the

‘expectation coefficient’, and expresses the degree to which the actual rate of
inflation depends on the expected rate. The neo-Keynesian economists

argued that depends on the size of monetary illusion: the stronger it is, the

lower b will be. The difference between the Keynesian neoclassical and the

monetarist neoclassical economists thus hinges on the size of b, the former

wishing it to be low, the latter near to 1.

The various arguments put forward by Friedman against the Keynesian

neoclassical system have always caused heated debates, as if they had been

heresies. This may seem strange if one thinks that Friedman has accepted
all the theoretical foundations of the neoclassical synthesis, from the

consumption function to the money demand function, from the practical

importance of wealth effects to the theoretical importance of price flex-

ibility, from acceptance of the IS-LM model to allegiance to general-

equilibrium theory. In effect, Friedman simply limited himself to drawing

out the extreme logical consequences from the premisses of the neoclassical

synthesis. The apparent reasons for dissent mainly concern certain hypo-

theses about the size of some economic parameters, such as the propensity
to consume, the money velocity of circulation, and the expectation coef-

ficient. The real disagreement, though, was mainly about the consequences

of economic policy that could be drawn from the sizes of those para-

meters. One is almost tempted to believe Friedman when he said that all

differences of opinion could be resolved by empirical research. But

empirical research has never been able to resolve policy differences of

this type.

How is it possible, then, to explain that towards the beginning of the 1970s
monetarism finally broke through, suddenly conquering an unexpected

hegemony, or almost? The reason is basically political. On the one hand, the

stagflation of those years seemed to prove the monetarists right, especially in

their insistence on putting the politicians on guard against the inflationary

effects of Keynesian policies. Furthermore, with the accelerationist

hypothesis, they called for the necessity of a long period of stagnation to

reduce inflation. The monetarists, on the other hand, offered a simple

remedy for all problems: block monetary expansion and deflate the eco-
nomy. And this was welcomed not only by the simple-minded politicians

but also by the shrewdest, such as those who, for example, while not
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believing the monetarist argument that the trade unions were not responsible

for inflation, thought that monetarist policies could at least serve to teach

them a lesson.

9.3.3. Act III: the students go beyond the master

The triumph of monetarism was short-lived: Milton Friedman had just

conquered the field, after more than fifteen years of struggle, when he was

immediately swept away by ‘neomonetarism’. ‘Neomonetarism’ is perhaps
the most appropriate term to define that school of thought which most call,

exaggerating a little, the ‘new classical macroeconomics’. This school, which

came to the fore towards the end of the 1970s, was explicitly and directly

linked to the traditional monetarist school; but it differed from it in several

respects, especially in the greater refinement of its theoretical and meth-

odological position, but also for being more extreme, if possible, in regard to

economic policy. The main exponents of this school are Robert E. Lucas Jr,

Thomas J. Sargent, and Neil Wallace.
Monetarism showed its greatest weakness precisely on those subjects with

which it seemed to have routed the field. The recognition of the existence of

a short-run Phillips curve had, in fact, reinforced the position of those

neo-Keynesians for whom economic policy served to ‘fine-tune’ the economy

in the short run. Moreover, the admission of the possible existence of a

negatively sloped, long-run Phillips curve had demonstrated that Keynesian

policies could also have lasting effects, albeit not particularly dramatic.

At the political and empirical level, therefore, the differences did not seem so
great. On the theoretical level, however, Friedman had made a short step

forward with respect to the neoclassical synthesis when he stressed the

role played by expectations in the frustration of economic policy. As

already mentioned, the IS-LM model, interpreted as a temporary general-

equilibrium model, was adopted both by the Keynesian neoclassical eco-

nomists and by the monetarists. In a temporary general-equilibriummodel, if

futures markets are not open for all goods, the only way to account for the

influence of the future on current transactions is to introduce expectations
about the prices of the goods available in the future. This is what Friedman

did by introducing inflationary expectations. These are expectations about

the future price of those consumer goods for which there are no futures

markets. Friedman, however, following Phillip Cagan, assumed ‘adaptive

expectations’, a kind of expectation formed in a rather mechanical way by

extrapolating from past experience. This assumption not only did not have a

solid theoretical justification but was also the main reason for the expecta-

tion coefficient of the Phillips curve being different from 1; or, in other
words, for the possibility that economic agents let themselves be systemat-

ically fooled. In fact, adaptive expectations can give rise to systematic

prediction errors.
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Lucas avoided this difficulty with one jump, by adopting the ‘rational-

expectations’ hypothesis—a hypothesis which had already been formulated

in 1961 by John Fraser Muth in a famous article published in Econometrica

and entitled ‘Rational Expectations and the Theory of Price Movements’.

The main problem with adaptive expectations is that they are unable to deal
with all the available information in a rational way. For example, as the

formation process of adaptive expectations only takes into account past

experience, the agent who follows it will ignore the announcements and the

future effects of current economic-policy choices. In order to take into

account these and other phenomena relevant to the decisions, the agents

should reason by making use of the ‘correct’ economic theory. Rational

expectations are formed on the basis of knowledge of all available

information, and are elaborated by means of the ‘correct’ economic model.
The ‘correct’ economic model is, obviously, the one accepted by Lucas.

Being ‘correct’, it allows for the determination of the ‘true’ equilibrium

values of the economic variables. So the hypothesis of rational expectations

is basically the same as that of ‘perfect foresight’, the only difference being

that it allows for stochastic disturbances—a significant difference, but not

decisive from a theoretical point of view. Rational expectations do not

eliminate every possible prediction error, but only admit random errors. The

predictions based on rational expectations are ‘true’ only ‘on average’.
The neomonetarists took up Friedman’s hypothesis of the natural rate of

unemployment and reformulated it, transforming the Phillips curve into

an ‘aggregate supply function’. To do this they used ‘Okun’s law’, which

postulates the existence of a decreasing function linking the unemployment

rate and the difference between the growth rate of the national income and

its trend. They reformulated this law in such a way as to obtain the equation

(U�Un)¼ � g( _YY � _YYn). Here _YYn is the ‘natural’ growth rate of income, i.e.

the one which guarantees ‘natural’ unemployment. By substituting this
equation into that of the Phillips curve (p. 337), and assuming and _PP¼ _WW
and b¼ 1, we have:

_YY ¼ _YYn þ 1

mg
ð _PP� _PPeÞ

from which it is easy to see that, if expectations are rational, then _PP ¼ _PPe and

income will grow at the natural rate. Unemployment will also stabilize at its

natural rate. There will be no short-run Phillips curve, while the long-run one

will be vertical. This means that any systematic expansive economic policy is

doomed to failure. If the monetary authorities announce their decisions, or

if, while not announcing them, they take them by following a model which is

known to the economic agents, the latter will immediately foresee the effects

of the policy and will not let themselves be fooled. In this way they will
condemn it to ineffectiveness.
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How is it possible, then, to explain cyclical oscillations? Not by price

rigidity and market imperfections, as the Keynesian neoclassical economists

maintained. The neomonetarists assumed that prices are capable of clearing

the markets at any moment, i.e. that they are perfectly flexible equilibrium

prices. Then there is only one possibility left. Random shocks are not pre-
dictable, nor are non-systematic economic policies. Therefore surprises can

occur in the short run, and _PP may not equal _PPe. But for this to occur it is

necessary to assume that information is not perfect; and this is what the

neomonetarists did with the so-called ‘islands hypothesis’, already put

forward by Phelps. Economic agents work in ‘local’ markets that are sepa-

rated from each other, as if they were islands. The first information the

agents acquire concerns their specific markets. If they interpret it as being

specific to these markets, when it is not, they are fooled, at least temporarily.
For example, an unexpected political decision with inflationary effects will

cause a general increase in prices. Each entrepreneur will observe the increase

in price of his own product. If he interprets it as an increase limited to his

own market, he will believe that it is a change in relative rather than absolute

prices, and will be induced to increase production. However, when all prices

have increased, he will realize that he has been fooled and therefore will

return production to its ‘natural’ level. Thus, economic policy can be effective

in the short run, but only if it is unsystematic and unpredictable.
From this point of view, economic fluctuations are generated by

unexpected exogenous shocks and are based on incomplete information.

A criticism levelled against this conception is that it is only able to account for

short and chaotic movements of the economic variables and not for a business

cycle. In the real world the cycle is characterized by a succession of phases of

various lengths in which different variables, production, employment, wages,

etc. undergo fairly marked ‘co-movements’, i.e. they evolve through time,

maintaining a strong correlation. This is the ‘persistence problem’. Lucas has
replied to this type of criticism in twoways. He has suggested that the ‘islands’

on which the economic agents operate may be so far away from each other as

to require a certain time lapse to fill the information gaps. And he has

maintained that there are certain economic mechanisms, of the accelerator

type for example, which tend to prolong the effects of exogenous shocks.

It was from this kind of problems that the literature on the ‘real business

cycle’ arose, a literature which has flourished in the 1980s. Here we will limit

ourselves to mentioning the two contributions which made the breakthrough
and laid the ground for this line of research: ‘Time to Build and Aggregate

Fluctuations’ (1982), by F. Kydland and E. C. Prescott, and ‘Real Business

Cycles’ (1983), by J. B. Long and C. I. Plosser. These theories preserve two

fundamental hypotheses of the neomonetarist approach: economic agents

with rational expectations and markets in equilibrium at each moment.

However, they focus on real rather than monetary shocks as the principal

factors of cyclical movements, especially on those connected with the
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changes in the productivity of factors and in public expenditure. An increase

in productivity raises the income of the factors and, given the inputs, the level

of production, whereas an increase in public expenditure raises aggregate

demand and wages on the one hand and interest rate and savings on the

other. In boom phases there is an increase in the labour supply, but it is not
caused by an increase in wages induced by excess demand. Wages, according

to this line of thought, always coincide with the marginal productivity of

labour, while the supply and demand of the services of all the factors equal

each other at each moment. The main reason for the ‘co-movements’ of

wages–employment–production is the rationality of workers’ behaviour.

Workers plan the supply of their own factor over a fairly long period, let us

say one to two years. Therefore, as they are able to predict the future

evolution of incomes, they tend to work more when wages are higher and less
when they are lower. And the main reason for the persistence of the effects of

exogenous shocks is this phenomenon of inter-temporal substitution of

leisure.

9.3.4. Was it real glory?

Right from its birth and increasingly so as it acquired an audience, the new

classical macroeconomics has been inundated with criticisms. Today all its

weak points are known. Here we will list those which seem to us to be the

most decisive. We will just note its ability to ignore constant attacks from

empirical research: not all theoretical economists take a great deal of notice

of such defects, and many believe that this is not an irremediable type of
defect, as empirical research is incessant and there are almost no limits to

what can be asked and obtained from it. The theoretical difficulties, however,

are much more serious.

There are problems above all with the notion of rationality of expecta-

tions. In neomonetarist theory this concept is basically used to reduce to a

calculable risk those effects that an unpredictable future may cause in the

present, and which Keynes defined in terms of uncertainty. The new classical

economists have simply denied the existence of this problem by assuming
that economic subjects are able to consider in their own calculations the

whole range of possible events. In other words, they assume that no ‘residual

uncertainty’ can exist, an assumption which is certainly difficult to swallow.

Another important problem concerns the hypothesis of stationarity of the

equilibrium towards which the economy made up of rational economic

agents converges. The theoretical model on which rational expectations are

formed must represent an economy with a fairly persistent structure. Only in

this case will individuals be justified in forming expectations on the basis of
an estimate of ‘fundamental’ variables. Furthermore, it is necessary to

hypothesize that there is one and only one correct model of the economy.

This is a much less obvious hypothesis than it may seem at first sight. If the
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type of equilibrium to which the economy should converge itself depends on

expectations, there will be not one but many rational-expectation equilibria,

one for every expectation which is capable of self-fulfilment. There could

even be a continuum of different theories; and the economic agents could use

these to formulate their own predictions without being compelled to change
their minds by the events caused by their actions.

Furthermore, rational-expectation models run up against serious problems

of dynamic instability. In regard to this, the neomonetarists cannot behave in

the same way as Friedman, simply assuming that the economy is always

regulated by equilibrium prices and boldly ignoring disequilibrium dynamics

and the connected problems of stability. This is because, besides the usual

dynamic problems posed by the traditional Walrasian equilibrium model,

other more specific problems arise when rational expectations are intro-
duced. For example, the solutions of many rational-expectation models are

of a ‘saddle-point’ type: there are an infinite number of paths that tend to

lead the economy away from equilibrium and only one that brings it back.

The neomonetarists were not frightened by this difficulty, and simply went

ahead maintaining that the economy, whatever shock it may suffer, is

always and instantaneously able to bring itself back onto that single, stable

path. But a convincing justification for this way of reasoning has never been

given.
A further problem of stability may arise when the process of expectation

formation is described in terms of learning from errors. If the equilibrium

towards which the economy should move itself depends on the expectations,

it is possible that the changes in expectations generated by correction of

errors may cause the equilibria to change explosively. Finally, the applica-

tion of the rational-expectation hypothesis to the analysis of speculative

behaviour on financial markets—perhaps the only real context in which it

makes sense to use this hypothesis—can cause phenomena of self-fulfilling
expectations, with all that this entails in terms of speculative ‘bubbles’,

catastrophic crashes, etc.—possibilities that Keynes had already foreseen.

With all these reasons for concern, and others we have not had room to

highlight, one can ask why the new classical macroeconomics was so widely

accepted in the era of Reagan and Thatcher. One answer is immediate, the

simplest and perhaps the truest: it was the era of Reagan and Thatcher. The

neomonetarists were able to display a large and potent artillery of rhetorical

devices, among which there was even the call to logic. But the effectiveness of
this artillery was brought out by the triumph of neoconservatism in the 1970s

and 1980s and, in the profession, by the groundwork undertaken by Fried-

man’s old monetarism.

However, the main reason for the success of neomonetarism, at least

within academic circles, is the role it has played in the development of an

extremely prestigious tradition: the ‘neoclassical synthesis’. In the evolution

of that tradition, the new classical macroeconomics has represented the final
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point of arrival. From the neoclassical synthesis the neomonetarists accepted

the fundamental theoretical reference of the Walrasian general-equilibrium

model, as well as a series of other convictions of some importance, such as

that for which Keynes would not have the right of citizenship in a world of

flexible prices and rational individuals. Early monetarism had already
knocked down a few doors, showing, on the one hand, the implications of

the ‘flex-price’ hypothesis for the predominance of supply (as against

effective demand) in determining properties of the general equilibrium, and,

on the other hand, the ‘natural’ character of those properties. The neo-

monetarists have accepted both these theoretical implications of traditional

monetarism. What they added, thus completing the process of disengage-

ment from Keynes, was the rational-expectation hypothesis, the only one

plausible, in fact, in a world in which subjects are perfectly rational (in the
neoclassical sense) and markets perfectly competitive. Thus, beginning from

the distant ‘Keynesian’ premisses of the neoclassical synthesis, it was

impossible to avoid the extreme logical conclusions of the new classical

economics. And the only real difference between fathers and sons, in the end,

seems to be the different degrees of naivety with which it is possible to believe

in the realism of the flex-price hypothesis.

This also leads us to note, in defence of the new classical macroeconomics

(if it can be called a defence), that a great many of its weaknesses, e.g. those
relating to its way of treating uncertainty, and the hypotheses dealing with

stationarity of equilibrium and its dynamic properties, are also weaknesses of

many other neoclassical Keynesian models. The contribution of neomone-

tarism in bringing these to light could be considered a merit.

Finally, there are two additions to the modern theoretical economist’s

equipment which are due to the neomonetarists. The first is the systematic

introduction into macroeconomics of the study of the processes of endo-

genous formation of expectations, together with the processes of elaboration
and diffusion of information, which amounts to the addition of another

important theoretical instrument to the toolbox of the economist: the

economics of information. The second is extremely important: it is the

‘policy-evaluation proposition’. According to this proposition, Keynesian

economic policies are mistakenly based on econometric models whose

parameters are assumed stable. The parameters of the structural forms of the

models are, in fact, derived from hypotheses about the behaviour and the

decision-making rules of economic agents which are far from being a justi-
fication of their stability. In particular, in defining the functions to estimate,

the expectations of the decision-making agents concerning the variables of

the model are usually assumed as given. But if the expectations are endo-

genously formed, they will change with variations in the size of the variables

and, above all, with variations in economic policy decisions. This means that

the structural parameters are not stable, nor independent from the policies

that their stability should justify. This not only pulls the rug out from under
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the feet of a great many neo-Keynesian discretionary economic policies but,

more generally, undermines the theoretical bases of all econometric resear-

ches that are unable to take into account the endogenous formation of

expectations.

9.4. From Disequilibrium to Non-Walrasian Equilibrium

9.4.1. Disequilibrium and the microfoundations of macroeconomics

In the 1960s it had become almost universally clear (except to the authors of
textbooks) that the Walrasian equilibrium model was not able to do justice

to Keynes. Already in 1956, Patinkin, in a book which presented a theor-

etical summa of the neoclassical synthesis, Money, Interest and Prices, had

suggested that, as there was no space for Keynes in the general-equilibrium

model, it was necessary to study disequilibrium situations to account for

Keynesian problems. This suggestion was taken up by two economists who,

though still following the neoclassical approach, in various articles published

during the 1960s launched a powerful attack against the IS-LMmodel. Their
intention was to search for the microeconomic foundations of Keynesian

macroeconomics in the dynamics of disequilibrium. The economists in

question are Robert Wayne Clower and Axel Leijonhufvud.

Clower simply proposed to remove from the Walrasian approach the idea

that exchanges are made in equilibrium. In equilibrium, all decisions of

individuals are realized in such a way that they are compatible with each

other. For this reason, ‘planned’ (or ‘notional’) demand coincides with actual

demand. This correspondence disappears outside equilibrium. If the prices do
not clear the markets, the individuals will not be able to buy or sell their

planned quantities. In this way, the actual demand will be constrained by the

monetary incomes actually realized. If the latter do not allow purchase of the

quantities desired, expenditure plans must be revised. Thus, a type of ‘deci-

sional dualism’ occurs. On the other hand, all transactions occur with the use

of money, and this allows a clear separation between the decisions concerning

the goods to demand and the goods to supply. Thus, instead of the traditional

budget constraint which, in equilibrium, implies that the value of the supply
of services must equal that of the demand for goods, the economic agent who

operates in disequilibrium must be subjected to two different constraints.

The first is an expenditure constraint which requires that the purchases are

sustained by monetary balances; the second is an income constraint, and

implies that the accumulation of liquid balances is limited by the ability to

generate an income by means of the sale of goods and services. Thus, the

workers who do not succeed in selling all the labour services they wish may

also be unable to buy all the consumer goods they would like. The firms will
not then be able to sell all the goods produced. In this way, the initial excess
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demand can be transmitted through the whole economy by means of a

multiplier process similar to that conceived by Keynes.

Leijonhufvud held a similar position to that of Clower; however he

insisted that the multiplier process was essentially a phenomenon of

illiquidity, i.e. a process generated by the lack of liquidity (with respect to the
desired balances) occurring when exchanges take place outside equilibrium.

Besides this, he emphasized the role played by informative deficiencies as

generating factors of the multiplication processes. This last point is

important. Clower was not clear about one crucial question: whether rejec-

tion of the Walrasian model implied the abandonment of the auctioneer or

tâtonnement or even Walras’s Law. Leijonhufvud, by focusing on the lack of

information generated by prices different from those in force in the Walra-

sian equilibrium, identified the key element in this theoretical approach and
cleared the way for the models of non-Walrasian equilibrium formulated in

the 1970s. The point is that it is not tâtonnement that must be abandoned, but

the auctioneer.

Before describing this type of model, however, we should mention another

type of non-Walrasian modelling which was also developed in the 1960s: that

of the ‘non-tâtonnement processes’. We should not speak of it in this section,

as it has nothing to do with any kind of Keynesian matter; but it is useful to

do so, if for no other reason than to prepare the field for a comparison. In the
non-tâtonnement processes, in fact, exactly the opposite happens to what

occurs in non-Walrasian models of equilibrium, of which we will speak in the

next section: tâtonnement disappears but the auctioneer survives. The origin

of this approach goes back to two works by Frank Hahn and Takashi

Negishi. The model, originally formulated with reference to a pure exchange

economy, was later extended to a production economy by F. Fisher.

In this model the economic agents are price-takers; and the prices are fixed

by an auctioneer. However, exchanges can also be undertaken at prices that
do not clear the markets. Therefore, some agents may be rationed. After each

exchange the auctioneer will calculate new prices; and on the basis of these

the agents will take further decisions and undertake further exchanges. The

economy moves through a sequence of periods. The data on the basis of

which decisions are taken in one period (in particular, the individual

endowments of goods) depend on exchanges undertaken in the preceding

period. Therefore, the equilibrium to which this sequential economy leads

will generally be different from the Walrasian equilibrium. In fact, the latter
depends exclusively on the initial data, and is not influenced by the process by

which equilibrium is reached.

9.4.2. The non-Walrasian equilibrium models

In the Walrasian models the economic agents are price-takers both

in equilibrium and in disequilibrium. Even at disequilibrium prices they
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continue to ignore any possible quantitative constraint on their own

decisions, as they undertake exchanges only when equilibrium prices have

been reached. On the other hand, prices are perfectly flexible: they are not set

by any single economic agent, but are called by the auctioneer, who decides

on them by observing the excesses of demand. Thus the agents are able to use
prices ‘parametrically’, whether they are correct or mistaken. Only they

continue to revise their own decisions until they reach the correct prices, i.e.

those in force in equilibrium. The auctioneer, for his part, continues to

modify the prices until all excess demand has been eliminated. Therefore the

Walrasian equilibrium is an equilibrium, both in the sense that all excess

demand has vanished in correspondence to a level of output that ensures the

full utilization of resources, and in the sense that the economic agents are not

induced to change their own decisions, so that there are no forces capable of
modifying the equilibrium situation.

A ‘non-Walrasian equilibrium’, instead, is a state in which, although part

of the resources remain unutilized, there may be no stimuli to induce agents

to change their decisions. It is an equilibrium only in the sense that the

economy, once it has reached that state, is not pushed away from it, or,

rather, in the sense that individuals have realized, in a certain sense, their

own plans. An equilibrium of this type can be reached in a theoretical

context in which some basic hypotheses of the Walrasian equilibrium are
abandoned, especially that dealing with price flexibility. The theory which

follows from this can be called the theory of ‘non-Walrasian equilibrium’ or

‘equilibrium with rationing’; but some people continue to call it the theory of

‘disequilibrium’, and others the theory of the ‘K-equilibrium’.

The most interesting models of this approach were formulated in the 1970s

as a development of the contributions of Patinkin, Clower, and

Leijonhufvud, and are due to Robert J. Barro, Herschel I. Grossman, Jean-

Pascal Benassy, Jean-Michel Grandmont, Jaques H. J. M. E. Drèze, and
Edmond Malinvaud.

Here we do not have room to deal with the internal evolution of the

theory, which would have been interesting as only in the most recent work

has it become clear that we are actually dealing with a theory of equilibrium.

Nor have we time to dwell upon the marked differences between the models

of the various authors. We will limit ourselves to presenting the maximum

common denominator. Fig. 13 shows the curves of demand,D, and supply, S,

of one commodity. The Walrasian equilibrium price is p�. At price p0 there is
an excess demand E0> 0: the scissors have a ‘long side’, in this case the

demand, and a ‘short side’, the supply. The short side is that in which the sum

of the desired transactions is smaller. Thus at price p1 the excess demand is

negative, E1< 0, and the short side is that of demand. q0 and q1 are the

‘effective’ supply and demand in the two cases; q� is the ‘notional’ demand.

Two hypotheses are made to define the method of exchange. The first is the

hypothesis of voluntary exchange, which states that no agent is forced to
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exchange more than he wishes. The second is the hypothesis of ordered

markets, or frictionless markets, according to which there can only be a
discrepancy between desired and realized transactions for the agents who are

on one of the two sides of the market. The ‘short-side rule’, derived from

these two hypotheses, states that only the agents who are on the short side of

the market succeed in realizing their plans. The agents unable to realize their

own exchange plans are rationed. In a situation of excess supply, the sellers

are rationed; in one of excess demand, the buyers are. The rationed agents

are subject to quantitative constraints. Therefore, it is legitimate to assume

that in the formulation of their own plans, they take into account the
information concerning quantities as well as prices. A hypothesis made in

Benassy-type versions is that the agents, in order to decide about the supply

or the demand to present on a market, take into consideration the quantit-

ative constraints perceived on some other markets. So the worker, in deciding

on the quantity of consumer goods to buy, will take into account the

quantity of labour he actually sells. On the other hand, the entrepreneur will

decide on the labour demand taking into consideration the quantity of goods

he actually sells. In the Drèze-type versions, instead, the agents take into
consideration the constraints perceived on all the markets. Now, if the prices

at which the exchanges are undertaken are those determined by the Walra-

sian equilibrium, nobody would undergo quantitative constraints. However,

if the prices are different, quantitative constraints will arise on all markets.

The key hypothesis of the non-Walrasian equilibrium models is that

prices, or at least some of them, are fixed. It is basically for this reason that

price and quantity signals enter into the functions of supply and demand.

E1<0

E0>0

S

p

p1

p0

q1 q0 q* q

D

0

p*

Fig. 13
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An equilibrium can be reached on the basis of such demand functions, but it

is an unusual equilibrium. In it the subjects are not induced to modify their

own decisions, for example by considering new or better possibilities of

exchange, not because these do not exist, but because the perceived con-

straints induce them to believe they do not exist. Thus it is possible that
unemployed workers convince themselves that there is no demand for

labour, not even potentially, which is adequate to their own supply. They

accept as permanent the income earned as unemployed or underemployed,

and adjust their consumption demand to such incomes. The entrepreneurs,

in turn, may think that the demand for goods determined in this way is

normal, and therefore adjust the production and the labour demand to it. In

this way the entrepreneurs justify the pessimistic evaluations of the workers,

who, in turn, justify those of the entrepreneurs. A non-Walrasian equilib-
rium is a situation in which the ‘effective’ supply and demand formulated by

economic agents, on the basis of price and quantity signals observed on the

markets, are compatible. The demand is equal to the supply, but different

from the ‘notional’ or ‘potential’ supply and demand, i.e. those that would be

realized in a Walrasian equilibrium. On the other hand, the plans of the

economic agents are actually fulfilled in a non-Walrasian equilibrium, and

therefore there is no stimulus to modify them.

The particular kind of equilibrium which is reached will then depend on
the particular hypotheses about which prices are fixed, which markets gen-

erate the quantitative constraints, and which agents are rationed. In this way,

it is possible to have equilibria with ‘Keynesian unemployment’, in which

both the prices of consumer goods and the money wages are fixed, and in

which consumers are rationed on the labour market and firms on the goods

markets. On the other hand, there are disequilibria with ‘classical unem-

ployment’ when the real wages are ‘too high’ to guarantee full employment;

in this case, while firms are rationed neither on the goods nor labour market,
workers are rationed on both. There is also a particular type of equilibrium

which seems able to account for the specific case considered by Keynes in the

General Theory—that in which there are flexible prices for goods and rigid

money wages. In this case, firms are not rationed on the goods markets, since

prices are flexible. However, because of the unemployment generated by

fixed money wages, the workers will be rationed on the labour market. And

the ‘Keynesian case’ would be reduced to this. Is it not paradoxical that this

was the fate of a line of research which originated from dissatisfaction with
the neoclassical synthesis?

A strange destiny had awaited the neoclassical interpretations of Keynes.

Beginning with the attempt to demonstrate that Keynes had studied a

special case in which prices and/or wages are rigid, the neoclassicists cre-

ated growing dissatisfaction among Keynesian economists and, through an

incessant flow of polemics and counter-revolutions, they finally produced

an evolution in thought which ended up by demonstrating that Keynes’s
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case is precisely that in which prices and/or wages are rigid. The difference

between the departure-point, the neoclassical synthesis, and the destina-

tion, equilibrium models with rationing, is that, in the former, Keynes was

reinterpreted as a case of temporary Walrasian equilibrium, in the latter, as

a case of temporary non-Walrasian equilibrium—a difference which is less
remarkable than it first appears. On the other hand, in both cases, there are

devastating repercussions for Keynes’s general theory: as such, it simply

does not exist.

9.5. The Post-Keynesian Approach

9.5.1. Anti-neoclassical reinterpretations of Keynes

It seems that there is a basic incompatibility between Keynesian and neo-

classical theory. This is confirmed by the fact that all the economists who

took Keynes seriously, and his conviction that he had formulated a general

theory, ran up against prejudices of the neoclassical theoretical system.

The economists of this type are called ‘post-Keynesian’. They are a group
of scholars with rather heterogeneous views, even in regard to the inter-

pretation of Keynes. Perhaps one day an organic post-Keynesian theoretical

system will emerge from their work. At the moment, we must content our-

selves with classifying them into groups of affinity. And the simplest classi-

fication distinguishes the European from the American post-Keynesians.

The birthplace of the first group was the University of Cambridge, where a

direct Keynesian tradition, formed in the early 1930s around the ‘circus’,

has survived until very recently. The main members of this group are
Richard Kahn, Joan Robinson, Nicholas Kaldor, and Luigi Pasinetti. The

second group gathered around the Journal of Post-Keynesian Economics.

Its most important members are Hyman Minsky and Sidney Weintraub.

A distant ancestor of all post-Keynesian economists is, however, the English

economist G. L. S. Shackle. It is also worth mentioning another two

economists who, at least partially, can be considered post-Keynesian: Lorie

Tarshis who, although graduating at Cambridge in Kaleckian economics,

is a member of the American post-Keynesian group; and Kenneth Boulding,
an evolutionary economist who made important contributions to the

construction of the Cambridge theory of distribution. Finally we should

mention Joseph Steindl, a ‘Kaleckian’ who is difficult to classify and who

worked in an original way, especially on the theory of normal prices in

monopoly conditions. The most recent generation of post-Keynesians, who

are legion, especially in the USA, Great Britain, and Italy, are working on

the difficult task of integrating the various components of post-Keynesian

theories in the attempt to produce a complete and coherent theoretical
system.
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The most important difference between the two main groups concerns

their favourite field of investigation, growth and distribution for the

Europeans and monetary dynamics for the Americans. This leads to the

presumption that the two approaches are not basically incompatible and

their theories are complementary. Both groups, in their rejection of the
neoclassical synthesis, have endeavoured to reinterpret Keynes by separating

what is really Keynesian in the General Theory from the neoclassical and

Marshallian residues.

The essence of Cambridge interpretation of Keynes has been well

expressed in two works by Garegnani and Pasinetti. In ‘Note su consumi,

investimentie domanda effettiva’ (1964–5), Pierangelo Garegnani put

forward the idea that the principle of effective demand refers to an economy

in a reproduction equilibrium. In this state, savings equal investments in such
a way as to guarantee equilibrium between effective demand and the

quantity supplied of produced goods, but not necessarily the full utilization

of resources or full employment. The adjustment of savings to investments

occurs through the variations in income caused by the investments

themselves, and not through the determination of the interest rate. The latter

is not an equilibrium value for the price of the capital services. The rejection

of the neoclassical conception of the interest rate led Garegnani to down-

grade the notion of marginal efficiency of capital, and to accept the liquidity-
preference theory only as an auxiliary construction, necessary to give an

alternative explanation of interest. He also rejected the idea that Keynes’s

theory was of a short-run type, or, rather, argued that the principle of

effective demand is of more value in the long run, when it makes sense to

assume that the economy grows along an equilibrium path in which normal

prices prevail.

Pasinetti moved along a similar interpretative line in ‘The Economics of

Effective Demand’ (in Growth and Income Distribution, 1977), in which he
endeavoured to reinterpret the General Theory from a Ricardian point of

view, ending up by rediscovering in Keynes the power of the ‘Ricardian vice’.

By means of this, Keynes avoided being misled by the love of elegance and

symmetry and aimed instead at investigating a few clear and simple causal

relationships among the main economic variables. In this way he was able

to identify the existence of a unidirectional causal chain which goes from

money to consumption, passing through the determination of interest rate,

investments, and the level of income.
This interpretation of Keynes in a long run perspective is centred around

the idea that the principle of effective demand cleverly solves a problem

which had got the better of both classical and neoclassical economists:

determination of output and employment levels. Ricardo, for example,

at times assumed the aggregate output level as exogenous, while at others he

determined it as full employment on the ground of the Malthusian law of

population. The neoclassical economists, on the other hand, determined it as
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full employment assuming Say’s law and maximizing behaviour. All these

hypotheses, the law of population, Say’s law and maximizing behaviour are

unrealistic. In fact full employment is not a typical result of real economies.

According to the principle of effective demand, aggregate production is

determined by autonomous demand components, especially by investments
and fiscal policy, and may stabilize at any level, although it is unlikely to be

that of full employment.

It is here that enter the stage Shackle’s interpretation. In his first works on

uncertainty and ‘crucial choices’, Shackle rejected the probabilistic concep-

tions of expectations with the argument that choices, once made, destroy the

possibility of repeating the experiments. The economic agents are aware of

this fact, and therefore avoid formulating expectations about all possible

events, and instead tend to focus their attention on pairs of objective
possibilities which they judge to be particularly important. These possibilities

concern events which, ex ante the economic agents judge potentially able

(or unable) to produce surprises.

Uncertainty is at the centre of Shackle’s reinterpretation of Keynes; it is

considered the principal factor of economic fluctuations and the basic

cause of the intrinsically unstable nature of capitalism. The concept of

marginal efficiency of capital is re-evaluated, from this point of view, but

not before being reinterpreted in an anti-neoclassical sense. Shackle
believes that the marginal efficiency of capital has nothing to do with the

productivity of capital; instead, it is no more than a sort of ‘psychic

alchemy’, a mental construction by means of which the entrepreneurs try to

deduce from basically non-rational expectations some evaluation criteria

about the convenience of investments. When facing uncertainty, intended

as the awareness of the surprises that may be produced by unpredictable

events, the entrepreneurs’ expectations are ephemeral and volatile. This is

the cause of the basic instability of capitalism. Obviously, from this point
of view the liquidity-preference theory plays an important role, as, given

the impossibility of reducing uncertainty to risk, money is an indispensable

insurance instrument in the face of unpredictable events. As such, however,

money can also contribute to economic instability, in that liquidity

preference and the irrational behaviour of speculators may amplify the

depressive effects of uncertainty and the lack of confidence of entrepren-

eurs. Therefore it is important to study the functions it accomplishes in

economic activity, above all the way in which its production and control is
organized.

9.5.2. Distribution and growth

A great many of the Cambridge post-Keynesian theories were developed in

the 1950s and 1960s in opposition to the neoclassical growth models of the

Solow–Swan type. The polemic manifested itself first of all in an attack on
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the marginalist theory of capital and distribution. However, this part of the

debate used as its main reference point the Sraffian theoretical approach

rather than the post-Keynesian in its strict sense; and we shall therefore deal

with it in Chapter 11.

The specific contribution of the post-Keynesians consisted in the formu-
lation of an alternative theory of growth and distribution. This theory can be

traced back to the ‘widow’s cruse’ theorem, according to which the incomes

earnt by capitalists ultimately depend only on their expenditure. As we saw

in Chapter 7, there is a Keynesian and a Kaleckian version of this theorem.

The main difference between the two concerns the level of output, which

Keynes, in the Treatise, assumed fixed at full employment, while Kalecki

maintained it to be at an underemployment level. Post-Keynesian theory was

born of the attempt to extend the results of that theorem to a theoretical
context in which the level of income grows over time.

The Kaleckian conception was developed especially by Joan Robinson’s

in some articles (particularly ‘Normal Prices’ and ‘A Model of Accumu-

lation’) collected together in Essays in the Theory of Economic Growth

(1962). In the models of growth with unemployment and under-utilization

of plant, the key hypothesis is that prices are fixed by applying the mark-up

rule to direct costs, which are assumed constant. This implies that, given

the techniques, the distribution of income is determined by the price policies
of the firms, and depends on the average degree of monopoly prevailing

in the economy. In her later formulations, Robinson tried to reduce the

importance attributed to the structure of markets and, by developing

some of Kalecki’s suggestions, focused on the role played by trade unions.

She then linked the average mark-up, and therefore the distribution of

income, to the power relationships among social classes. In any case, in the

presence of unemployment the distribution of income turns out to be

independent of the levels of output, or its rate of growth. In the simplifying
hypothesis that all wages are consumed, profits will be determined in such

a way as to provide the flow of finance necessary to sustain the growth of

capital. Therefore, profits depend on investments, while the rate of profit

depends on the capital–output ratio and the growth rate of income. If

neutral technical progress is assumed, in such a way as to assure a constant

capital–output ratio, all that is needed to ‘close’ the model is knowledge of

the behaviour of capitalists concerning investments. But this is exactly what

the economic theory does not allow us to determine endogenously.
Investment decisions depend on the ‘animal spirits’ of the capitalists, a

social-psychological variable which has a rather more Marxian than

Keynesian flavour. The economy may grow at any rate: it can be an

equilibrium rate, or warranted, in the Harrod–Domar sense, but it does not

necessarily ensure full employment.

Robinson considered growth with full employment as a limiting case

which is difficult to obtain in a laissez-faire regime. This limiting case was
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defined, with a little irony, as the ‘golden age’. A golden-age economy with

neutral technical progress would grow in steady state, i.e. all the variables

would grow at the same rate, including employment. Full employment

would be ensured by a growth rate of income equal to that of the stock of

capital, and also equal to the sum of the growth rates of population and
labour productivity. The golden-age growth model is ‘closed’. In it,

investment decisions are rescued from the volatile moods of the entrepren-

eurs and are determined endogenously as those which guarantee steady-

state growth. Two hypotheses must be made to obtain this result: ‘perfect

foresight’ and ‘perfect tranquillity’. The former serves to eliminate uncer-

tainty, the latter ensures that expectations can be formulated correctly.

Both can be reduced to the assumption that the economy grows in a steady

state. The circular nature of the argument should not be surprising.
And this is one of the things that Robinson wished to show: in order

to have steady-state growth, the economy must always have grown in a

steady state.

Kaldor was less sceptical about the ability of the capitalist economy to

grow with full employment. Thus, he made greater efforts than Robinson to

account for the proper conditions of steady-state growth. Among his prin-

cipal contributions to the construction of the post-Keynesian theory of

growth and distribution we will recall ‘Alternative Theories of Distribution’
(1956) and ‘A New Model of Economic Growth’, published in 1962 with

J. A. Mirlees.

Kaldor preferred the Keynesian to the Kaleckian version of the widow’s-

cruse theorem. He believed that, in a process of growth with full employment

and full utilization of capacity, it is impossible to separate the problem of

income distribution from that of growth, as had occurred in Robinson’s

open model. The economy cannot grow, in real terms, more rapidly than the

natural rate. Assume that it does not grow less rapidly. Then the growth rate
of capital stock is endogenously determined. Assuming there are two classes

of income earners—the profits earners and the wage earners—with the

former’s propensity to consume lower than that of the latter, the distribution

of income must be determined endogenously in such a way as to ensure flows

of savings sufficient to finance investments. At any given moment, the higher

the investment rate (in relation to income), the higher the profit share will be;

and this is so because a higher percentage of profits are saved than of wages,

and only a higher profit share is able to guarantee a higher percentage of
savings on aggregate income.

This result is also valid for a growing economy. In an economy which is

growing in equilibrium, the growth rate of wealth is equal to that of the

capital stock.

S

K
¼ I

K
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Under the ‘classical savings hypothesis’, according to which the workers

do not save, S¼ spP, where sp is the propensity to save out of profits.

Therefore

S

K
¼ spP

K
¼ I

K

from which the famous ‘Cambridge distributive equation’ is obtained:

r ¼ gn

sp

The rate of profit, r¼P/K, only depends on the expenditure decisions of the

capitalists, i.e. on their propensity to save and their investment decisions,
being gn¼ I/K¼DI/I.
The demonstration that this result does not depend on the restrictive

classical savings hypothesis was given by Pasinetti in ‘Rate of Profit and

Income Distribution in Relation to the Rate of Growth’ (1962). Let us

consider an economy in which there are only two social classes, workers and

capitalists. Their propensity to save, sl and sc respectively, is such that

0< sl< I/Y< sc< 1. Then the workers will also be owners of capital, as they

accumulate wealth by savings. Therefore they will earn profits (dividends
and interest), besides wages. Pasinetti demonstrated that the savings made by

the workers from their wages and their own profits coincide with the

reduction in the capitalists’ savings caused by the fact that the capitalists

themselves do not receive all the profits. It is as if, by paying the workers part

of the profits, the capitalists had partially delegated to them the function of

saving. The amount the capitalists save less, the workers save more. There-

fore, in regard to the financing of investments it does not matter whether the

workers save or not, or whether they receive part of the profits or not. Since
the overall amount of savings depends on investments, the distribution of

income between wages and profits remains determined by the expenditure

decisions of the capitalists, and the Cambridge equation still holds true.

A special feature of the post-Keynesian models of growth, which they

share with the Harrod–Domar model, concerns the capital–output ratio,

which is a constant. This is not a simplifying hypothesis but, rather, an

essential property of these models. In fact, by means of it, any possibility of

accounting for the distribution of income on the basis of the marginal pro-
ductivity of factors is radically eliminated, while a complete alternative to the

Solow–Swan type of growth theory is given. Kaldor made the greatest effort

to legitimate the assumption of a constant capital–output ratio, and tried to

give it an empirical justification as well as a theoretical explanation. From

historical observation, Kaldor came to the conclusion that in the course of its

evolution capitalist accumulation had been governed by a series of empirical

regularities which he defined as ‘stylized facts’. Particularly important are
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those relating to the constancy of the wage share and the profit rate, both

properties of steady-state growth models. Constancy in the capital–output

ratio is also included in his list of stylized facts.

The problem is how to explain these facts. The technical-progress function

was invented by Kaldor, in part, to answer this question. The function relates
the growth rate of labour productivity, _yy, with that of the capital–labour

ratio, _kk, and has the form _yy¼F( _kk). This function is assumed to be increasing

at a decreasing rate, as shown in Fig. 14. There is a point at which y and k

grow at the same rate and therefore the capital–output ratio is constant; this

is point E, where the function cuts the bisector line of the quadrant. The

economy tends to stabilize at this point. In fact, if it were to the left of it,

production (and aggregate demand) would grow more rapidly than the stock

of capital, which would create optimistic profit expectations and would make
the capitalists more dynamic. Investments, the stock of capital, and the

capital–labour ratio would increase, causing a movement towards the right

along the technical-progress function. If, instead, it were to the right of point

E, this would mean that aggregate demand was increasing less rapidly than

the stock of capital. The capitalists would expect a reduction in the rate of

profit and would slow down their investment activity. The economy would

again converge towards point E. At this point, not only the capital–output

ratio but also the expected rate of profit must be constant (and equal to the
actual one). The economy will grow in steady state, and in ‘perfect

tranquillity’—as Robinson would say.

We cannot close this section without mentioning another work by

Pasinetti, Structural Change and Economic Growth (1981), in which he made

an ambitious attempt to integrate the post-Keynesian theory of growth with

some theoretical implications of the approaches of Leontief, von Neumann,
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and Sraffa. The post-Keynesian growth model was disaggregated in order to

account for the evolution of an economy composed of various productive

sectors. The population grows at a constant exogenous rate. Productivity

also grows at a constant exogenous rate, but this is not uniform over the

various sectors. The demand for consumer goods varies according to an
Engel’s Law modified to take into account new goods. The economy grows

in equilibrium if it is able to ensure two conditions: first of all, productive

capacity must grow in each sector to satisfy sectorial demand; second,

aggregate demand must grow in such a way as to absorb the investment

goods producible over and above the production of consumer goods. An

economy obeying these conditions will grow in ‘natural’ equilibrium. But it

will be unbalanced growth. The sector profit rates, which are dependent on

the production techniques, will not be uniform. Wages, as in other post-
Keynesian models, remain determined residually.

9.5.3. Money and the instability of the capitalist economy

Even though they can be traced back to the solid tradition of the Radcliffe

Report of the Committee on the Working of the Monetary System (London,

1959) and, even more so, to Keynes’s various ideas on the endogenous nature

of the money supply, the modern post-Keynesian monetary theories were

mainly formulated in the 1970s and the early 1980s. But it is worth noting

that one of the first important contribution to the elaborations of these

theories was given by Tobin in 1963, and it is to be found in his famous

article, ‘Commercial Banks as Creators of Money’, in which he sketched out
some fundamental theoretical presuppositions of a theory of endogenous

money supply. However, this was only an embryo of a theory, and continued

for some time to live its embryonic life. Then the happy event occurred in the

early 1970s, the monetarist discovery of the anticipation of money with

regard to income acting as the midwife. Friedman’s discovery concerned the

fact that the rate of variation of the money supply occurs in cycles similar to

those of income, and precede them systematically, even though at variable

time-spans. The monetarist explanation was that there is a causal link from
money to income—an explanation which, supported as it was by empirical

evidence, went on to form one of the main points of the monetarist attack on

neo-Keynesian theory.

The post-Keynesian theories, however, not only came out of this debate

unscathed but were even strengthened by the monetarist discovery. In fact,

a theory that makes the level of income depend on the autonomous decisions

of the entrepreneurs is naturally induced to assume that the money supply

varies endogenously in relation to the demand for investment finance. From
the post-Keynesian point of view, there is a double causal link which moves

from investments to the demand for money and from investments to

aggregate demand. If the money supply adjusts promptly to demand, then its
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variations must anticipate those in income, In fact, the Keynesian multiplier

transmits the investment impulse to income only after a certain delay. The

two most important contributions to emerge from that debate were Kaldor’s

‘The New Monetarism’ (1970) and Tobin’s ‘Money and Income: Post Hoc

ergo Propter Hoc?’ (1970).
The theory of the endogenous money supply was brought to extremes by

B. J. Moore, who argued that the money supply curve is horizontal because,

through the creation of credit, the banking system tends to give the economy

all the money it demands without varying interest rates. This concept is

further borne out by the theory which holds that the real causal relationship

in the bank multiplier process is the reverse of what it is generally thought

to be: credit expansion makes the money supply grow by dragging the

monetary base upwards.
The endogenous nature of the money supply has ambivalent effects on the

dynamics of the capitalist economy: on the one hand, it allows for growth in

investment to go beyond the immediate capacity of self-financing; on the

other, by doing so, it exacerbates the intrinsic instability of a laissez-faire

regime, e.g. by creating the conditions for catastrophic financial crises and

drastic interruptions in growth. The destabilizing effects the structure of the

financial system can have on the real economy have been studied in depth by

Minsky in various papers written in the 1970s and collected inCan ‘It’ Happen

Again? Essays on Instability and Finance (1982). Minsky has recently put

forward, besides an original reinterpretation of Keynes as a theorist of fin-

ancial instability, an interesting theory of the crisis reminiscent of the earliest

lessons of Marshall and Fisher. At the centre of his theory is the Keynesian

distinction between ‘debtor risk’ or the risk of the entrepreneur, which is that

of not realizing his own profit expectations and, therefore, of being unable to

repay his debts, and ‘creditor risk’, which is that of being unable to get the

loans repaid. With the hypothesis of increasing risk, of Kaleckian origin,
Minsky justified the existence of a decreasing curve for the marginal efficiency

of capital, or the demand price of capital. Such a curve, defined over the

aggregate of all the firms, and assuming the entrepreneurs’ expectations given

at levelE, is represented asPd(�EE ) in Fig. 15. A hypothesis of increasing risk for

creditorswas used to justify the existence of an increasing curve of supply price

of capital, such as Ps(�EE ). Curve Q is an equilateral hyperbola, and represents
the expectations of self-financing at a given moment.

If firms limited themselves to self-financed investments, these would be
fixed at level I 0, where the supply price, P0

s, is equal to what can be paid by

resorting to internal finance. But the demand price is higher; therefore, the

firms are induced to expand the investments by running into debt. At the I 00

level of investments the firms will run up debts to obtain an amount of

finance equal to P00
s I

00 � P0
sI

0. During phases of economic expansion, the state

of confidence of capitalists improves, E will increase, and the curves Pd (�EE )

and Ps(�EE ) will shift to the right. This will heighten investments, but also
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the indebtedness and financial burdens of the firms. Thus, as the boom

progresses, the financial fragility of the system mounts. Financial fragility

can be measured in terms of the ratio between indebtedness and income
produced by firms. It swells in a boom, when the risk increases of the need to

refinance a rising volume of long-term indebtedness with short-term debt.

Then the expectations of a downturn in the business cycle are sufficient to

cause a financial crisis. Given the high level of indebtedness and the con-

catenation of the debts of firms, both industrial and financial, any attempt of

one of them to reinforce its own liquidity position by reducing expenditure

will reflect negatively on the other firms. Besides this, any attempt to make

the portfolios more liquid will increase the supply of long-term financial
assets and thus lower their value. This will raise the cost of finance and give

the economy further deflationary impulses. The consequences will be cata-

strophic: cumulative processes of reduction in investments, in income, and in

the availability of internal finance, possibly accompanied by chain bank-

ruptcies and financial crashes. So a slight downturn in the real economic

cycle, even if expected, can cause a collapse. This, in Minsky’s social

philosophy, should justify the adoption of cautious monetary management

policies, which is exactly the opposite to what demanded by the monetarists.
And, in this view, if a crisis such as that of 1929 has never occurred since, the

credit is due to the adoption of Keynesian-type monetary policies by the

governments of the principal capitalist countries.

9.5.4. Heterodox microfoundations of macroeconomics

With the works of Bain, Sylos-Labini, Eichner and others, post-Keynesians

have made very innovative contributions to the theory of the firm which we

Ps, Pd, Q
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Q
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–
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shall, however, deal with in the following chapter. Here it is necessary to

show how those contributions microfound the macroeconomy on radically

different bases from neoclassical ones and consequently justify economic

policy views that are at variance with the neo-Keynesian, monetarist and

neo-monetarist stances.
By developing the ideas put forward by Kalecki and Kahn, post-

Keynesians assumed that the variable cost curve of a business is flat until

all plants are fully utilized. This theory is substantiated by empirical research

which, beginning with an important work by P. W. S. Andrews of 1949,

Manufacturing Business, had shown that the average and marginal cost

curves of a firm are typically basin-shaped rather than U-shaped. Average

and marginal costs are constant in the normal operation range of the busi-

ness. In addition, again following in Kalecki’s wake, post-Keynesians
assumed that prices are fixed by applying the mark-up rule. This theory has

also been checked empirically, research in this field having been prompted by

the fundamental work of Robert Hall and Charles Hitch, Price Theory and

Business Behaviour, dated 1939. In its simplest version, the mark-up rule

consists in determining the price, p, by applying a gross profit margin, m,
to variable costs, CV, in accordance with the formula p¼CV(1þ m). The
gross margin is calculated so as to ensure a normal profit in the long run and

to cover fixed costs when plant and machinery are exploited at normal level
(roughly, two thirds of full capacity). When firms make investments, they

consciously build up surplus capacity to be able to cope with increases in

demand that arise in periods of prosperity. It follows that plant and

machinery are systematically under-utilized in normal periods.

In Fig. 16, CV is the average variable cost curve and CT that of average

total costs. The level of normal utilization corresponds to production qn,

while qf is the quantity produced when the plant is fully exploited. With

demand curve D the firm produces quantity qn and sells it at price p.

s
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The gross average profit is represented by the segment a-c, net profit by the

segment a-b and fixed costs by segment b-c. During a recession, the demand

curve shifts towards D 0. The firm does not lower its price, but reduces pro-

duction to level q 0. In this way average net profits are reduced to segment e-s.

When the demand curve shifts towards D00, the firm will increase production,
while average profits will grow up to the level g-h.

Businessmen know that the economy is subject to systematic, albeit

unforeseeable, fluctuations. That is why they provide for surplus capacity.

Investment decisions are made in a long-run perspective with the expectation

of earning a normal profit on average. When the demand falls or increases,

firms do not substantially alter their prices for two reasons: to avoid spoiling

the market by betraying their customers’ expectations and to avoid trig-

gering dangerous price wars with competitors. They are therefore content to
earn less during recessions, relying on being able to make up for their losses

during boom periods. As W. A. H. Godley and W. D. Nordhaus showed,

the macroeconomic effects envisaged in this theory are widely borne out by

empirical data.

Prices tend to rise only when there are generalized cost increases.

At macroeconomic level, all variable costs are taken to be reducible to labour

costs (which is admissible for a closed economy) and the price level,

P, is determined by a simple formula put forward by S. Weintraub,
P¼ (1þ m)w/y, where w is the average monetary wage and y average labour

productivity. If the mark-up does not change, a pure cost inflation theory is

obtained. The inflation rate will be defined as the difference between the

growth rate of wages and that of productivity.

Others, following Kalecki, maintain that inflation is determined by the

distributive conflict. In periods of strong expansion, the reduction in

unemployment strengthens workers’ unions which then succeed in carrying

off substantial increases in real wages. If these exceed the growth in pro-
ductivity, an inflationary spiral is triggered in which the mark-up may be

reduced. Thus class conflict, through inflation, may succeed in raising the

wage share of the national income. The inflationary surges seen in periods

of economic growth are explained not by increase in demand, but by

exacerbation of the distributive conflict. Post-Keynesians in fact reject both

the short-run and the long-run Phillips curve. A theory of this kind was

formulated by R. Rowthorn.

The aggregate supply curve that emerges from the post-Keynesian
approach is horizontal, as we shall see in section 9.6.4. This leads to con-

clusions diametrically opposed to those of the monetarists and neo-

monetarists: a contraction of aggregate demand gives rise to a fall-off in

production and employment, without prompting automatic adjustment

processes to restore the economy to full employment. An increase in demand

has the opposite effect. And this fully justifies the adoption of Keynesian

type expansive fiscal policies. If economic growth were to generate inflation
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by setting the distributive conflict in motion, the government should not

react by curbing expansion, because in doing so it would prompt a recession.

The cure for inflation, according to post-Keynesians, should not entail

regulating aggregate demand. Instead, it should take the form of an incomes

policy, aimed at convincing the social parts to moderate their distributive
claims so as to render them more compatible with each other.

9.6. The New Keynesian Macroeconomics

9.6.1. A distant Hicksian background

Perhaps this is the right place to say something about the ideas developed

by John Hicks after his ‘conversion’ around the middle of the 1960s—a

conversion which requires a more in-depth reinterpretation by historians

than is possible in an outline such as ours. However, it is already possible

to see that it must have been much more drastic than it seemed at first

sight, a conversion that induced the great neoclassical economist to judge

as ‘a piece of rubbish’ the theses on the functional distribution of income
which he had himself formulated in 1932 in the Theory of Wages (theses

which are still today taught in the orthodox economic textbooks). That

same conversion led him to reconsider the general theoretical significance

of methodological individualism and the hypothesis of individual maxim-

izing behaviour, besides inducing him to criticize the interpretation of

Keynes based on his old IS-LM model. The model was rejected basically

for two reasons: first, because the role played by liquidity preference, as

Keynes intended it, in the determination of the dynamics of employment
cannot be adequately understood in a static temporary equilibrium model,

such as the IS-LM; second, because it makes no sense to determine the

macroeconomic equilibrium by means of two curves, one of which, the IS,

expresses a condition of flow equilibrium and the other, the LM, a con-

dition of stock equilibrium. And if all this is not enough to justify the

classification of the ‘second Hicks’ within the post-Keynesian approach,

there are also some other skilful and courageous changes of attitude: his

prompt acceptance of the Cambridge criticism of the neoclassical theory of
capital (in Capital and Growth, 1965); his use of the method of vertically

integrated sectors and his formulation of non-steady-state growth models

(in Capital and Time, 1973); and, finally, his most recent revision of the

theory of money (in A Market Theory of Money, 1989).

But this ‘later’ Hicks is important especially because, with his fix-price

model, he laid down the theoretical bases of the new Keynesian macro-

economics of the 1980s. The fix-price approach, proposed in Capital and

Growth and taken up again in The Crisis in Keynesian Economics (1974), goes
well beyond the traditional neoclassical argument that the results obtained
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by Keynes depend on the abandonment of the hypothesis of perfect

competition, and also goes beyond the observation that most Keynesian

macroeconomic modelling, beginning from the theory of the multiplier,

presupposes an implicit hypothesis of fixed prices. Hicks’s objective was

much more ambitious, since he rejected en bloc the neoclassical theory
of price formation in a competitive regime, a theory which, assuming that

economic agents are all price-takers, needed to invent an imaginary

auctioneer to account for the process of price-setting. According to the later

Hicks, it is only in particular markets, speculative ones, that the traditional

flex-price hypotheses make sense. In industrial goods markets, on the

contrary, prices are set by the agents themselves, who modify them by

responding to economic signals such as variations in wages and other prices.

This does not mean that these prices are ‘rigid’, but only that they do not
change so fast (i.e. ‘instantaneously’) as the neoclassical microeconomic

textbooks would lead us to believe. The main consequence is that it

is necessary to reject the widespread prejudice of Marshallian origin (even

though Marshall was not a theorist of the auctioneer), according to which

price variations predominate in short-run adjustments and quantity

variations in long-run adjustments.

The fix-price approach enjoyed wide success in the 1970s and 1980s.

Besides the non-Walrasian equilibrium models, which were, at least in part,
inspired by it, or the post-Keynesian models, which adopted the fix-price

hypothesis long before Hicks had reproposed it, in the last twenty years a

stream of thought has developed which has placed this hypothesis at the

centre of macroeconomic analysis, pushing it further along the road

opened by Hicks, especially in the search for microeconomic justifications.

It is still difficult to say whether studies moving in this direction will lead to

the construction of a homogeneous theoretical system. Certainly, they

cannot all be assimilated into the post-Keynesian approaches, especially on
account of the presence of various marginalist theoretical residues. On the

other hand, all these authors have, in common with the post-Keynesians, a

critical attitude towards monetarism and neomonetarism, as well as the

desire to reconstruct macroeconomics on Keynesian bases. Lacking a

better option, and well aware of the danger of misrepresenting particular

authors by using a label, we shall accept the now widespread use of uniting

them in what has been defined the ‘new Keynesian macroeconomics’, even

though it seems to be more of a bricolage of models than a homogeneous
approach.

To be precise, various aspects of this approach differ from the post-

Keynesian one. While the latter was formed in contrast with the neoclassical

synthesis and monetarist counter-revolution, the development of new

Keynesian macroeconomics was stimulated by the need to oppose the

neo-monetarism of the new classical macroeconomists. On the other hand,

while post-Keynesians rejected monetarism and neomonetarism en bloc,
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the new Keynesians accepted some of their hypotheses and fundamental

penchants, in particular the following:

(1) a theoretical preference for monetary rather than fiscal policies;

(2) a greater analytical attention to the rigidities from the supply side,

rather than from that of demand;

(3) the attempt to micro-found macroeconomics on the basis of an

hypothesis of rational or quasi-rational behaviour of agents;

(4) the widespread (although not complete) acceptance of the rational

expectations hypothesis;
(5) the adoption of the neoclassic conceptual apparatus, especially with

regard to the relationship between the remuneration of productive

factors and their level of utilization; employment, for example, is

almost invariably assumed as determined by the marginal productivity

of labour and the latter as equivalent to the real wage.

With these premisses, it is no wonder that many people have begun to doubt

the truly Keynesian nature of this approach. In effect, only two points

substantially differentiate new ‘Keynesian’ macroeconomists from new

‘classical’ macroeconomists: rejection of the flex-price hypothesis and/or the

complete information hypothesis. It must, however, be acknowledged that the

new Keynesians have gone even further than the post-Keynesians in studying
the microeconomic conditions of real and nominal rigidity and in analysing

the macroeconomic effects of the various information asymmetries.

9.6.2. Nominal rigidities

An ambitious attempt at explaining price and wage rigidities has been

made by Okun in ‘Inflation: its Mechanics and Welfare Costs’ (1975) and in

Prices and Quantities (1982). Okun developed Hicks’s distinction between

‘flex-price’ and ‘fix-price’, transforming it into that between ‘auction’ and

‘customer’ markets. In the former, prices are determined by supply and

demand. In the latter, they are fixed by the sellers and kept stable for as long

as possible with the aim of preserving a particular clientele of the firm.
‘Customer’ markets allow firms to economize both on the use of plant and on

the cost of acquiring and supplying information about their own product

markets (market research, advertising etc.).

But they also enable customers to save on research costs. Because of the

costs involved, buyers do not push their research to the point of finding the

best possible seller, i.e. the one who sells at the lowest price. Moreover, after

finding a seller who has quoted a convenient price, the buyer is unlikely to

take the trouble to carry out further research as long as the price remains
stable.

Buyers’ reactions to price increases and reductions are asymmetrical.

A seller who increases his price will lose many customers since they will
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immediately notice the price increase without shouldering the cost of new

research. A firm that lowers its prices, on the other hand, will acquire few

new customers, since the customers of competitor firms will have to meet the

costs of research before the reduction is noticed. In addition, as Stiglitz

pointed out, in the presence of incomplete information on product quality,
buyers often look to price as a quality indicator: goods that cost a lot are

thought to be worth a lot. This provides sellers with a further reason for not

lowering prices during a recession: avoid giving customers information that

may be interpreted as a sign of deterioration in quality. All this induces firms

to keep their prices stable. It should be noted that this is not only nominal

but also real rigidity, since relative prices are involved. Because of it,

a negative shock in aggregate demand will give rise to real recessive effects.

Okun made a similar distinction to that between ‘auction’ and ‘customer
markets’ with regard to the labour market, extending the theory of ‘dual

labour markets’ already put forward by P. B. Doeringer and M. J. Piore.

There exist both competitive labour markets and labour markets internal to

the firm (‘career markets’). In the latter, firms offer workers long-term wage

contracts which are slightly higher and more stable with respect to those

prevailing in the markets external to the firm. In this way the firm aims, on

the one hand, to encourage the workers to be more efficient and, on the

other, to keep workers’ abilities within the firm. When the economy enters
into a period of recession, the firms do not reduce wages, but dismiss the

most inefficient and least skilled workers.

Other economists have investigated the theoretical implications of a fact

which is obvious and yet disregarded by the neomonetarists: that labour

contracts are defined on a nominal basis and are, in any case, long-term

contracts. Workers and firms would both rationally choose long-term con-

tracts: because negotiations imply substantial research and transaction costs;

because even more costly are industrial actions with which the parties show
off and build up their bargaining strength; because firms are frightened of

losing their market shares when they adjust monetary wages before their

competitors. Of the economists who contributed to this line of research we

will only recall the work by J. Gray and S. Fischer. Their most interesting

result is that, contrary to what the neomonetarists asserted, particular

monetary policy measures can be effective, even if perfectly predicted by the

economic agents, simply because the duration of the labour contract and/or

the level of indexation can hinder a quick and full adjustment of wages to the
expected effects of the policy. An expansion of money supply creates infla-

tion. If nominal wages do not adjust soon, the real ones decrease so that

companies are induced to raise production.

This line of thought was further developed in the theory of ‘staggered’

labour contracts, recently put forward by J. B. Taylor. In this approach

contracts are long-term, but not all expire on the same date. The fact that

expiration dates are not synchronized turns out to be useful to companies
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and workers since it enables them to collect information by observing the

contracts stipulated by others. Furthermore, it is assumed that the worker

does not exclusively aim at maximizing his own wage, but also endeavours to

maintain certain ‘relativities’ with other workers. Let us suppose that an

exogenous shock leads to a reduction in the aggregate demand at time t. The
workers who renew their contracts in t, having rational expectations, know

that, say, at time tþ d the economic policy will become expansive again.

If they accept a reduction in their nominal wage in t, this will allow for

a reduction in prices. But in this way their real wages will diminishwith respect

to those workers who will renew their contracts in time tþ d. Therefore they
will refuse a reduction in their nominal wage, so as to avoid a change in their

relative position; they will rather accept a temporary increase in unem-

ployment, a problem that can be faced in fact by an expansive monetary
policy. In this way it is possible to understand why monetary policy is able

to produce real effects even in the presence of rational expectations.

The problem with the theories of nominal wage rigidity is that they assume

real wages have an anti-cyclical trend, implying that they should increase

during recessions, when employment drops and marginal labour prod-

uctivity grows, and decrease in phases of expansion. In reality, as Keynes had

already realized in 1939, real wages tend to be pro-cyclical. Those theories

therefore appear disproved by empirical data. For this reason, many eco-
nomists have tried to explain nominal rigidities starting from price policies

rather than wage policies.

A group of economists of this kind, among which we will recall

N. G. Mankiw, G. Akerlof, and J. Yellen, developed the analysis of costs for

the adjustment of prices, or the ‘small-menu costs’ approach. These are costs

that a firm must bear in order to modify the prices of its own products when

conditions of demand or production vary. There are various types of such

cost, for example those connected with the updating of payrolls and price
lists, those undergone in changing labels of products, and those caused by

loss of confidence on the part of customers who face continuous price

changes and over-complicated renegotiations of contracts. Firms try to

avoid these costs, even if they are small in relation to product prices: it is

sufficient that they are higher than the profit increases that would follow

these price cuts. Then the decision not to cut prices would be rational. But

often companies avoid changing price even in the absence of menu costs,

provided the expected profit increases are small. This kind of behaviour is
quite widespread, and is considered ‘quasi-rational’. In short, companies

tend to fix their prices and to hold them stable for as long as possible. So,

when facing temporary changes in demand, they modify production levels,

utilization of plant, and levels of inventories, rather than product prices. It is

this phenomenon which gives real efficacy to short-term monetary policies.

It can generally be said that theories of nominal rigidities explain

unemployment and under-utilization of resources as a consequence of
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a co-ordination failure. This kind of failure derives from the fact that no

one agent is motivated to co-operate with the others to achieve results that

would be optimal for all. For instance, no firm is induced to lower its prices

when there is a fall in demand, because any profit increases obtained in

this way would be small and probably lower than menu costs. If all the firms
do the same, production, employment, and aggregate profits will all dimin-

ish. If, on the other hand, there were co-ordination among the firms, they

would all reduce their prices. In this way production costs would also fall.

Furthermore, positive wealth effects will be prompted which would increase

aggregate demand. Thus a new equilibrium would be achieved with

lower prices but without reducing production, employment and profits.

‘Keynesian’ type policy interventions, such as monetary expansion during a

recession, would therefore serve to avoid the harmful effects of co-ordination
failures.

An underlying doubt has been put forward on the Keynesian nature of the

theories of nominal rigidities. It should not be forgotten that Keynes

expressly rejected this kind of explanation for unemployment. Indeed, in

chapter 19 of his General Theory he argued that nominal rigidities are

an element of stability since they prevent the triggering of those vicious

recession and deflation circles which drive the economy towards depression.

9.6.3. Real rigidities

According to neoclassical theory, the rigidity of nominal wages is not

sufficient to cause unemployment. An inflationary process can always
compensate for an increase in the monetary wage so as to make the real wage

coincide with marginal labour productivity. If the real wage is made flexible

in this way, it will always be possible to reach the rate at which the supply

and demand for labour are equal. Involuntary unemployment is impossible.

However, few economists in the eighties were prepared to accept the neo-

monetarist provocation that stable unemployment is always voluntary.

When the unemployment rate stays riveted for long at 7–10 per cent, as

occurred in the major capitalist countries in the eighties and in Europe still
today, economic theory must account for it in a credible manner. The new

Keynesian macroeconomists endeavoured to do so by elaborating models

that explained the rigidity of real wages.

A first type of model is based on the theory of implicit contracts.

Contributions to it were made by economists such as M. N. Baily,

D. F. Gordon, C. Azariadis. According to this approach, workers are more

risk-averse than entrepreneurs. The latter therefore tend to take on the

responsibility for that part of the risk which workers would encounter in a
perfectly competitive market, where wages would change sharply. Thus they

offer workers implicit contracts according to which wages are maintained

stable through time. A consequence of this is that, in periods of recession,
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the entrepreneurs, rather than reducing wage-levels, tend to cut labour hours

or dismiss some of employees.

One of the most interesting of the recent microeconomic approaches to the

problem of unemployment is that of efficiency wages. The basic idea here is

that labour productivity increases with wages. An early theory of efficiency
wages in the developing countries was put forward in 1957 by J. Leibenstein

in Economic Backwardness and Economic Growth. The argument was that,

given the subsistence levels of the wages prevailing in the developing coun-

tries, an increase in them would improve the standard of living and the health

of the workers and therefore would increase their work performance. In the

1970s various attempts were made to generalize this theory and extend it to

industrial countries, for example by Salop and Solow. Finally, in the early

1980s, a comprehensive formulation was reached in works by Akerlof,
Weiss, Shapiro and Stiglitz.

The theory of efficiency wages is based on three principal ideas. The first

is that the intensity of the work effort of each employee, and therefore

the marginal productivity of labour, increases with an increase in wages. The

second is that the workers’ effort is also influenced by the level of unemploy-

ment, in that the fear of being dismissed for inefficiency increases with an

increase in the probability of not immediately finding another job with the

same pay—a probability that rises with the level of unemployment. The third
hypothesis is that there is a type of asymmetric information, as firms are not

able directly to ascertain the intensity of effort of hired worker or the ability

of those to be hired. In these conditions it is in the interest of firms to pay

high wages to encourage workers’ effort. Wages, by hypothesis, are equal to

the marginal productivity of labour. If there is unemployment the firms are

not induced to lower wages and to take on unemployed people since, if they

did so, they would induce a reduction in the efficiency of the workers

employed. Whereas, if aggregate demand decreases, the firms have not a
great advantage in reducing wages, since by doing so they would trigger an

adverse selection process: they would lose their best workers, who would

begin to look for better paid jobs. Thus, firms tend to leave wages unchanged

and lay off the excess labour force. Furthermore, as firms are not able to

ascertain individual levels of effort, they would choose to lay off workers

randomly. Therefore, wages would not only be high, i.e. higher than those

which would guarantee full employment, but would also be fairly rigid;

and this is the simple consequence of the rational choice of the firms. In a
capitalist economy unemployment is permanent, as the fear of losing one’s

job is one of the factors that stimulates the workers’ efforts. There is no

Pareto efficiency in this type of equilibrium, owing to the presence of

unemployment; but firms maximize profits also thanks to unemployment.

In efficiency wage theories, it is the firms that decide to pay higher than

market wages. In reality the workers too can take the initiative, as is

maintained in insider-outsider models, for which we shall refer to the

369contemporary macroeconomic theory



contributions made by A. Lindbeck and D. J. Snower. The basic hypo-

thesis here is that firms are faced with turnover costs, i.e. costs sustained

for labour turnover. These can be broken down into costs for research,

advertising, staff selection, negotiation, and training. In addition there is

another special and very important cost: firms with a rapid labour turn-
over offer unstable employment prospects; as a result workers have little

incentive to dedicate themselves to production and build up a reputation

of trust and efficiency—and this obviously reduces productivity. So firms

have a margin to allow them to pay slightly higher than market wages, if

they manage to save on turnover costs. Employed workers (insiders), are

generally more unionized than the unemployed (outsiders). They are

therefore able to take advantage of their bargaining power to induce firms

to pay higher than market wages. The overall result is rigidity of real
wages with a consequent persistence in unemployment. Furthermore, the

model also accounts to some extent for employment stability; when faced

with a modest recession, firms tend to ‘hoard’ their workers and dismiss

fewer than would be justified by a flagging demand; in this way they save

on turnover costs. Lastly, besides explaining the existence of permanent

unemployment, the theory also explains its composition: young people,

women, members of ethnic minorities, in other words, those workers who

have not had a stable job in one of the strongly unionized sectors, tend to
remain unemployed.

Real rigidities also occur in financial markets, besides in labour and

commodity markets. This aspect of the problem has been investigated by

B. C. Greenwald and J. E. Stiglitz, who, in a model recalling post-Keynesian

views, argued that the main causes for unemployment are uncertainty, risk

aversion and information asymmetries involving financial markets.

Since little information on the profitability of firms is made available to

savers, this causes many firms to encounter difficulties in raising funds on
the stock markets; thus, when they expand investments beyond their self-

financing capacity, they are obliged to resort to bank credit. But increased

indebtedness raises the risk of bankruptcy, as Kalecki already established

in his theory of increasing risk. Firms are quite adverse to risk, so that in

the event of a recession, they tend to reduce production to ward off the

risk of bankruptcy. As a consequence there is a reduction in aggregate

supply together with demand, and prices do not fall. The recession may be

aggravated by the banks’ aversion to risk; as soon as the banks sense their
customers are running an increased risk of bankruptcy, they ration credit

and raise interest rates. Consequently, there may be a credit squeeze even if

the monetary authorities do not reduce the money supply. In a situation

of rising finance costs and reduced availability of credit, the risk of

bankruptcy further increases, thus giving rise to a sort of self-realization of

expectations, and the economy becomes further sucked into the spiral

of depression.
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9.6.4 A comparison between some contemporary

schools of macroeconomics

Following the monetarist counter-revolution, the IS-LM model fell into

disuse, although in recent years it has shown signs of recovery. On the one

hand, a growing number of variously oriented Keynesian economists found

it unsuitable for correctly representing Keynes’ thought. On the other, the

new classical macroeconomists also found it inadequate and criticized its

unorthodox micro-foundations, the theory of non-neutrality of money and

the hypothesis of exogenous and non-rational expectations. In addition, the
‘Lucas critique’ had laid some doubt on the stability of the IS and LM

curves, arguing that they may shift as a consequence of the policies that the

curves themselves suggest. But the decisive factor which led to the abdication

of the model is that many economists, guided by interests in monetarist

research, had shifted their attention to the problem of inflation. Now, the

IS-LM analytical apparatus is based on the hypothesis that the price level is a

datum, and only in a rather contorted manner can be used to explain the

swings in equilibrium that follow variations in inflation. It was therefore
replaced by a scheme known as the AD-AS model (aggregate demand–

aggregate supply), which has been devised precisely to account for variations

in equilibrium in the presence of inflation. In its simplest version, it can be

constructed as follows.

Assuming that the money supply in nominal terms, M, is given and con-

sidering an economy in macroeconomic equilibrium, we shall posit that the

price level is determined at level P0, as illustrated in Fig. 17(a). The quantity

of real money in circulation M/P0, the level of real liquid balances and real
wealth, the demand for money and the interest rate will be determined. Then

the level of investments and aggregate consumption, and consequently, real

income, Y0, corresponding to the price level P0, will be determined. Now let

us assume that prices increase up to level P2. Since the supply of nominal

(a) Monetarists and neomonetarists Post-Keynesians and new Keynesians(b)
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money is given, the real supply will be reduced and consumption will

diminish. In addition, the value of real liquid balances will be reduced and,

consequently the demand for money will increase. This in turn will make

the interest rate rise and investments diminish. Income will fall to level Y2.

We have thus obtained an aggregate demand curve that plots real income in
relation to the price level. It is obviously a downward sloping curve, like AD

in Fig. 17(a). The curve shifts to the left when the supply of nominal money

diminishes and to the right, for example towards AD 0, when the supply of

nominal money increases.

We shall now construct the aggregate supply curve. In doing so, we assume

that the nominal wage is given, in addition to technology. Positing that

prices are at level P2, the real wage is known. According to the neoclassical

approach, the level of production will be that at which the real wage cor-
responds to marginal labour productivity. Therefore the level of production

is known, i.e. the aggregate supply: income Y0 on the AS 0 curve in Fig. 17(a)

will correspond to price level P2. If we now lower prices to level P0, we obtain

an increase in the real wage and a consequent reduction in employment and

production. Aggregate supply will fall to Y3. The curve AS 0 illustrates how
production declines when prices fall, given the nominal wage. It moves to the

right, towards AS, for example, when the nominal wage diminishes because,

at equal prices, the lower labour cost will make profits and consequently
production increase.

Now let us consider the monetarist theories. A vertical long run Phillips

curve (see section 9.3.2) will coincide with a long-run aggregate supply curve,

like the LAS curve in Fig. 17(a). It is vertical because it is assumed that there

is full employment in a long-run equilibrium, so the aggregate supply cannot

increase in real terms when the quantity of money increases. In the short run,

however, the decreasing Phillips curves will correspond to increasing

aggregate supply curves. We shall start from point a, in which the economy is
in equilibrium at income Y0 and at price level P0. If the nominal supply of

money increases, the short-run aggregate demand curve shifts towards AD 0

and triggers an inflationary process. When an entrepreneur sees that the

prices of his products are increasing, he is led to believe that his profits

are swelling and real wages are decreasing. He will consequently boost

production. Moving along AS, the economy will shift towards point b.

Prices will rise to level P1 and income will pass to Y1. In this way, the full

employment production level will be exceeded and monetary wages will
increase. Sooner or later, the entrepreneurs will realize that not only the

prices of their products, but also those of their inputs, including wages,

have increased following the inflationary process and they will adjust their

expectations of inflation. The short-run aggregate supply curve will shift

towards AS 0. In the end, the economy will achieve a new long-run equilib-

rium at point c, where income will again be that of full employment,Y0, while

prices will stabilize at level P2. There will have been a temporary increase in
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production because unexpected inflation has deceived the businessmen. But

after they have adapted their expectations of inflation, production will return

to its equilibrium level. The increase in prices will however be permanent.

If the monetary authorities want to keep the economy at level Y1, they must

be prepared systematically to deceive the economic agents, by making the
money supply and inflation rates continuously grow.

The neomonetarists have dissociated themselves from this model by

criticizing the hypothesis of adaptive expectations and replacing it with one

of rational expectations. In their opinion, businessmen are always able to

foresee the inflationary effects of systematic economic policies, so that when

the money supply increases, they are not deceived by inflation, but can

anticipate its effects. This means that when the aggregate demand curve

shifts towards AD 0, entrepreneurs will expect increases in monetary wages
and prices and will not raise production: The aggregate supply curve will

immediately move towards AS 0. The effects of monetary expansion will be

purely inflationary and real income will remain riveted to level Y0.

We shall now consider the post-Keynesians. For these economists, the

aggregate supply curve is determined by long-run investment decisions.

Entrepreneurs build up excess capacity expecting to earn a stable normal

profit in the long run. As the aggregate demand rises in the short run, they

will not raise their prices but will increase real production. Furthermore,
monetary wages will not depend on labour demand. They are determined

through bargaining between social classes. Given the workers’ bargaining

power, wages will not vary in the short run as employment varies. Therefore

the supply curve is horizontal, as LAS in Fig. 17(b). Post-Keynesians do not

consider increasing aggregate supply curves like AS and AS 0. Starting from

a situation of equilibrium as represented by point a, with income at level Y0

and prices at level P0 if the government reduces the money supply (but,

above all, public expenditure) the aggregate demand curve will shift towards
AD 0. Firms will react by reducing production at fixed prices. The economy

will shift towards point b and real income will fall to level Y1.

It is more difficult to synthesize univocally the theories of new Keynesian

macroeconomists on account of themultitude ofmodels they have elaborated.

We think our brief description will, however, sufficiently represent their ways

of reasoning. The aggregate supply curve has an upward trend, as in AS and

AS 0 in Fig. 17(b), and is not horizontal as in LAS. Starting from a situation of

equilibrium as represented by point a, when there is a reduction in the money
supply and the aggregate demand curve shifts to the left, entrepreneurs expect

a recession; they perceive an increase in the risk of bankruptcy and therefore

curb production. The supply curve shifts towards AS 0. Monetary prices are

not reduced because the aggregate supply has diminished together with

demand. The economy will therefore stabilize at a point of equilibrium, as for

example b, in which real income has fallen to level Y1. This is the adjustment

process contemplated in the Greenwald and Stiglitz model. In this approach,
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price stability is a consequence of decisions to reduce production. According

to the hypothesis of nominal rigidities, however, the reduction in production is

a consequence of price stability: employment falls because firms tend to fix

prices when demand diminishes. To account for the hypothesis of real rigid-

ities, it is necessary to reason in yet another way. Let us suppose that there is a
shock on the supply side, i.e. a growth in monetary wages caused by an

increase in the bargaining strength of inside workers. The increase in wages

will cause the supply curve to shift to the left. Prices too will increase, but less

than nominal wages. Thus real wages will increase and employment will fall.

Given themoney supply, the economywill shift to point cmoving along curve

AD. Prices will increase to level P1 and income will reach a level between Y0

and Y1. If the government wants to oppose this recession, it will have to

expand the money supply so as to shift the aggregate demand curve towards
AD 00 and drive the economy to return to production levelY0 but with prices at

level P2.
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10

Neoclassical Economics from
Triumph to Crisis

10.1. The Neo-Walrasian Approach to
General Economic Equilibrium

10.1.1. The conquest of the existence theorem

The rise of Nazism led to a diaspora of intellectuals. All the fervour of study

and debate which had enlivened Berlin and Vienna in the 1920s ended in the

following decade; and the move to the West began for the most important

Mittel-European economists, apart from those like Schlesinger, who com-

mitted suicide, or Remak, who died in a concentration camp. Some settled in

London, but most went to the USA. At the end of the 1930s, von Neumann,

Morgenstern, Wald, Leontief, Tintner, Marschak, Frisch, and many others
were working in America.

The presence of these economists in the American intellectual circles of the

1940s and 1950s had many effects on the evolution of general-equilibrium

theory. Even if the resumption of the American studies on this theory was

stimulated, indirectly, more by Hicks’s Value and Capital than by the con-

tributions of the members of the Viennese Kolloquium, it is still true that the

work of Wald, von Neumann, andMorgenstern gave a sharp impulse to that

resumption. With the fixed-point theorem, Wald and von Neumann had
indicated the road to be taken to solve the existence problem. Moreover, von

Neumann and Morgenstern’s 1944 book, the Theory of Games and Economic

Behaviour, led (among other things) to the abandonment of traditional

techniques of differential calculus and to a reorientation of mathematical

economics towards the use of the techniques of convex analysis. An

important contribution of that book was also the proof of the existence of

solutions for a two-person zero-sum game—a demonstration later general-

ized to an n-person game by John Nash in ‘Equilibrium Points in N-Person
Games’ (1950).

A decisive stimulus to the resumption of the American studies on general

equilibrium was given by two works by Samuelson, one of 1941, ‘The

Stability of Equilibrium: Comparative Statics and Dynamics’ and one of

1947, Foundations of Economic Analysis. These works, by taking up Hicks’s

1939 lesson, placed all the main problems of the general-equilibrium model

on the agenda. Even though they did not solve any of the really important



problems, neither that of existence nor that of uniqueness and even less that

of stability, none the less these works indicated the road to be followed.

Samuelson’s argument, that all the problems faced by economics (in the neo-

classical approach) can be reduced to problems of constrained maximization,

was very important. Still more important was the priority he gave to the
problem of dynamic stability. And perhaps only today are economists

beginning to realize the importance of some of Samuelson’s insights in

regard to dynamics. However, two results in particular were obtained at that

time: first of all, the rigorous reformulation of Walrasian tâtonnement in the

form of a differential equation; and then the formulation of the fundamental

‘correspondence principle’, according to which each comparative statics

exercise around an equilibrium point presupposes the dynamic stability of

the equilibrium.
In 1951s two articles were published which demonstrated the optimality

properties of a competitive equilibrium: one by K. J. Arrow, ‘An Extension

of the Basic Theorems of Classical Welfare Economics’ and one by Gérard

Debreu, ‘The Coefficient of Resource Utilization’. In that period the two

economists had begun to work together on the problem of the existence of

solutions, and in 1952, at a meeting of the Econometric Society, they sub-

mitted a key paper in which the longed-for peak was finally and compre-

hensively conquered. The decisive instrument used in the conquest was
Kakutani’s fixed-point theorem. The article was then published in 1954 with

the title ‘Existence of an Equilibrium for a Competitive Economy’. We

should also mention that, during that meeting of the Econometric Society,

L. McKenzie presented a model of competitive equilibrium of international

trade in which, under less general hypotheses, he solved the existence

problem by means of mathematical techniques similar to those used by

Arrow and Debreu. McKenzie’s paper, ‘On Equilibrium in Graham’s Model

of World Trade and Other Competitive Systems’, was also published in
Econometrica in 1954. It is so similar to the work of Arrow and Debreu that

some economists, perhaps rightly so, refer to the demonstration of the

existence as the ‘Arrow–Debreu–Mckenzie model’.

The Walrasian ‘new testament’ was written in 1959. The author was

Debreu, the title, simple and lapidary, Theory of Value. It is useful to present

a brief summary of it here, if for no other reason than to show the beauty and

the simplicity of the Walrasian dream come true.

The model assumes that the following data are known:

(1) the number of commodities, l;

(2) the number of producers, n;

(3) the number of consumers, m;

(4) the technology available to each producer;

(5) the physical constraints and psychological characteristics of each

consumer, including tastes;
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(6) the initial endowment of resources of each consumer;

(7) the share of the profits of each producer which belongs to each

consumer.

The commodities are a set of goods and services specified in terms of their
physical characteristics and place and time location. Thus, a good which is

available today at two different locations is considered as two different

commodities. The same is true for a good which is available on two different

dates. Each commodity is given a price. The price vector is p ¼ ð p1, . . . , plÞ:
The price is paid at the moment a deal is struck. All deals are struck at one

place and at one time, even those on commodities to be delivered in the

future. The prices of the latter are therefore ‘futures’ prices. This fact makes

Debreu’s model one of inter-temporal equilibrium.
It is worth pointing out here that various attempts at formalizing a general

inter-temporal equilibrium model had already been made by several eco-

nomists, including Frisch and Tintner. One of particular interest was made in

1943 by Debreu’s teacher, Maurice Allais, of whom we must mention at least

two important books: À la recherche d’une discipline économique: Première

partie: L’Économie pure (1943) and Économie et intérêt (1947). Allais, by

assuming that each economic agent is endowed with preferences over both

present and future consumption, also studied the optimality properties of the
general inter-temporal equilibrium. In particular, in his 1943 book, Allais

proved, before Arrow and Debreu, both the first and second fundamental

theorems of welfare economics; while in Économie et intérêt he introduced,

eleven years before Samuelson, the famous overlapping-generations model

in the study of dynamic economic processes. Further developments in the

inter-temporal equilibrium model are to be found in ‘Capital Accumulation

and Efficient Allocation of Resources’ (Econometrica, 1953), an article by

another famous student of Allais, Edmond Malinvaud.
Let us now return to Debreu’s model. The technological constraints of

producer j are represented by a production set, Yj, which contains all the

technical combinations between inputs and outputs accessible to that pro-

ducer. A ‘production plan’ is one of these combinations, and is expressed by

the vector yj¼ ( yj1, . . . , yj l ), in which inputs are represented by negative

elements and outputs by positive ones. The producer will choose a produc-

tion plan so as to maximize profit pj¼ pyj.

For each consumer, for example i, a consumption set, Xi, is defined, which
contains all the combinations of commodities which the consumer can buy

and sell. For some goods there are physical constraints. For example, it is

impossible to sell more than a certain number of working hours per day.

Furthermore, a preference ordering which expresses his tastes is defined for

each consumer. Finally, given the resource endowment of consumer i,

si¼ (si1, . . . , sil) and his profit shares, yi¼ (yi1, . . . , yin), his wealth is defined,

which is wi¼ psiþ yip, where p¼ (pi, . . . pn). A ‘consumption plan’ for
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consumer i is a vector xi¼ (x1, . . . xl) whose negative elements are the goods

sold and whose positive elements are the goods bought. The consumer will

choose xi within Xi with the objective of maximizing his own satisfaction

under the budget constraint pxi<wi.

A state of the economy is an (mþ n)�ple, (x, y)¼ (x1, . . . xm, y1, . . . yn)
which includes all the plans of action of all the consumers and producers.

Each element of the (mþ n)�ple is a vector of l elements. In such a state of

the economy, the net total demand is z¼ x� y� s. An equilibrium is an

(mþ nþ 1)�ple, (x*, y*, p*)¼ (x1*, . . . xm*, y1*, . . . yn*, p*) such that: x*

maximizes the satisfaction of all the consumers; y* maximizes the profits

of all the producers; all and only the available resources are used, i.e.

x*� y*¼ s. The vector of equilibrium prices is p*.

Debreu proved that this vector exists under a series of hypotheses which
are no less implausible than all those adopted before him and certainly

more general. Here are some of the most important. Each consumption set

must be convex, so that, if two consumption plans are in one set, this will also

include all their linear and convex combinations. The consumers must be

insatiable, in the sense that, for every chosen consumption plan, there will

always be another which is preferred. An important assumption on the

production side is that the total production set, Y¼SjYj, is convex. This,

together with the ‘inactivity hypothesis’ (i.e. 0 [Y ), excludes the possibility
of increasing returns of scale: if two production plans are in the same pro-

duction set, so are all their linear combinations. Moreover, the most recent

research has allowed a little weakening of this hypothesis by admitting the

possibility that single producers are able to benefit from ‘moderately’

increasing returns to scale. Arrow and Hahn’s work in General Competitive

Analysis (1971) has been important in this respect.

There are other particularly irksome hypotheses concerning the existence

of the markets and the forecasting ability of the economic agents. As con-
tracts are stipulated in the present, for all commodities produced and

delivered not only in the present but also in the future, futures markets must

exist for the commodities available in all future periods—a hypothesis of

which it is not even worth raising problems of realism. In fact, Debreu did

not do so. Besides this, it is necessary to assume that economic agents are

endowed with perfect foresight, as they know with precision, as consumers,

the future evolution of their own preferences and, as producers, the future

evolution of technology.
Debreu tried to avoid this peculiarity by introducing the notion of

uncertainty, but he did so in a way which was no less odd, i.e. by attributing a

further specification to goods, one relating to the ‘state of the world’. Thus,

for example, a sack of corn available here and now would be a different

commodity, not only from that available in another city now, or from that

available there tomorrow, but also from that available here tomorrow in the

case that there is an earthquake or any other act of God tonight. It is assumed
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that individuals are able to formulate plans of action with regard to all the

commodities available anywhere, in all future periods, and in all possible

states of the world. Besides this, it is obviously necessary to assume that there

are ‘contingent’ markets for each possible state of the world, as all indi-

viduals must be able to make deals in them. Many believe that this is a more
reasonable way to account for behaviour with regard to future events—more

reasonable than perfect foresight, for example.

Finally, we mention another set of unlikely hypotheses concerning, for

example, the non-existence of externalities both in production (external

economies or diseconomies of scale) and in consumption (any phenomenon

of interdependence among consumers’ tastes and between production and

consumption, fashions, hidden persuaders, etc.).

10.1.2. Defeat on the grounds of uniqueness and stability

Even though the goal of existence had been reached, the difficulties for

neoclassical economists were not over. In fact, they were only just beginning,

because it was also necessary to demonstrate that the equilibrium is in some

way unique and stable. There are two reasons why uniqueness and stability

are indispensable. One is, let us say, of a philosophical nature and is

fundamental. We shall discuss it in the next section. The other, of a methodo-

logical nature, will be dealt with straightaway.

The problem originates from the fact that a great deal of the reasoning
with which the neoclassical economist explains the social meaning of the

economic variables, prices, wages, etc., are the result of some comparative

statics exercise. For example, in order to say that the relationship between the

prices of two goods expresses their relative scarcity with respect to con-

sumers’ tastes, one simply says that it is equal to their (marginal) rates of

transformation and substitution. These marginal rates are defined in terms of

ratios between ‘variations’ of the two goods. In reality these ‘variations’ are

defined as the differences between the values that the variables assume in two
different equilibrium states, even if they are interpreted as changes around a

third intermediate equilibrium. If these exercises are to be correct, as had

already been pointed out by Samuelson with the correspondence principle as

early as the 1940s, the equilibrium around which they are undertaken must

be stable and unique. If it were not so, even a very small change around the

equilibrium would lead the economy far away from it, and the various rates

of substitution, transformation, and the like would become meaningless. All

the most important neoclassical arguments about the economic role of
scarcity, the sovereignty of the consumer, the allocative efficiency of markets,

etc., could no longer be sustained, for the simple reason that the concepts

and the reasoning of comparative statics would no longer have any economic

meaning.
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Now, it is possible to obtain the desired results of stability and uniqueness,

but the price in terms of the restrictiveness of the hypotheses is far too high.

As early as 1936 Wald obtained results of uniqueness and stability by

using some special hypotheses such as ‘diagonal dominance’ or ‘gross sub-

stitutability’. Then in 1943 the global stability of the tâtonnement process
under hypotheses equivalent to those of gross substitutability was proved

by Allais through applying Lyapunov’s second method. The gross sub-

stitutability hypothesis implies that the aggregate excess demand of a com-

modity decreases when its price increases, or the price of any other

commodity decreases. Diagonal dominance implies that the aggregate excess

demand of a commodity is more sensitive to a change in its price than to a

change in the prices of all other commodities. The results of the most recent

research on this argument are not very different from those obtained by
Wald and Allais. In particular, it seems that the gross substitutability

hypothesis is crucial to obtain stability. In fact, it was one of the hypotheses

adopted by K. J. Arrow and L. Hurwicz in their article ‘On the Stability

of Competitive Equilibrium I’ (1958). In this article cases were shown of

economies characterized by a stable equilibrium under various special

hypotheses—but this type of reasoning was not very elegant or general. The

following year, however, a general theorem of global stability was obtained

which still today remains a milestone in the evolution of stability theory. It is
to be found in the article ‘On the Stability of Competitive Equilibrium II’ by

K. J. Arrow, H. D. Block, and L. Hurwicz. The most important of the

hypotheses on which the theorem depends concerns the continuity of the

excess demand functions, and, alas, gross substitutability.

The result was received most enthusiastically and raised confidence in the

possibility of generalizing it by removing some of the most restrictive

hypotheses on which it depended—so much so that in the following year

another four or five significant articles on this subject were published. But
among these there was one by Herbert Scarf which served immediately to

dishearten the optimists. It was entitled ‘Some Examples of Global

Instability of the Competitive Equilibrium’ (1960), and showed cases of

rather simple economies in which equilibrium existed but was unstable. One

important result obtained by Scarf was the demonstration that it is possible

to obtain instability simply by introducing a complementarity hypothesis,

and this was considered as a confirmation of the key role of the hypothesis of

gross substitutability in obtaining stability. By 1964, when M. Morishima’s
Equilibrium, Stability and Growth was published, the centrality of gross

substitutability had become a more or less accepted fact.

Subsequently, there have been no great steps forward in this field of

research. However, it is worth mentioning some small advances made by

Arrow and Hahn in 1971 and by S. Smale in 1976. The trick consisted of the

modification of Samuelson’s traditional tâtonnement equation so as to obtain

global stability without having to make very restrictive hypotheses about the
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excess demand functions. Unfortunately, however, it was necessary to

introduce a few substitute hypotheses which were devoid of economic

meaning.

In 1992 Saari provided a generalization of the instability result: a general

equilibrium can be unstable even if its parts, i.e. the sub-sets of the economy,
were stable. In other words, the stability properties of ‘small’ equilibrium

systems do not carry over into bigger systems. The moral of the tale is now

part of the official doctrine, and is that stability is not an intrinsic property of

the general-equilibrium model.

Things are not very different in regard to the problem of uniqueness.

Besides, the problems of stability and uniqueness are closely linked, in that,

to the degree that it is possible that there are many equilibria, it is also

possible that some of them are unstable. In fact, it had been clear right from
the early 1950s, when Arrow and Debreu began working on the existence

problem, that the general conditions used to demonstrate the existence of

equilibrium were not sufficient also to guarantee uniqueness. And Debreu,

more than anyone else, must have been aware of the analytical reasons for,

and the theoretical implications of, this difficulty. This may explain both the

rigorously axiomatic character he imposed on his research work (with the

consequent refusal to listen to any criticism of irrelevance) and the almost

snobbish absence from the Theory of Value of the usual neoclassical com-
parative statics exercises.

The explanation why not much faith could be placed in the possibility of

solving the problem of uniqueness was provided by H. F. Sonnenschein

in ‘Market Excess Demand Functions’ (1972). This paper was followed by

others by Sonnenschein, Debreu, Mantel, Kirman and Koch which con-

firmed and consolidated the results.

In his 1972 article Sonnenschein finally demonstrated something that

many people had suspected for some time: that the usual general hypotheses
used to explain consumer behaviour, and from which the individual demand

functions are derived, are not sufficient to place any significant restriction on

the form of the aggregate demand functions. This showed that any hope of

identifying general hypotheses on individual behaviour capable of generating

aggregate excess-demand functions compatible with the uniqueness and

stability of the equilibrium had to be given up.

To look at the problem from another angle: it is known that the results of

uniqueness and stability can be obtained with some restrictive hypotheses
about aggregate excess-demand functions; the problem is to know whether

there is some set of particular assumptions about the behaviour of individuals

which would justify such hypotheses. The answer is no. However restrictive

the assumptions on individuals may be, the aggregate functions can assume

practically any form. At most, it is possible to compel them to assume the

properties of continuity and zero homogeneity and to obey Walras’s Law.

These conditions are not sufficient to ensure the stability and the uniqueness
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of equilibrium. In the next section we will discuss the ‘philosophical’

consequences of this result.

There only remains to add something about an attempt made at that time

to find, if not an escape route, at least a way to mitigate the seriousness of

the problem. This attempt originated from a double hope: to be able to isolate
the problem of stability from that of uniqueness, and then to be able to tame

at least the latter. Such hopes were raised by the observation that, while with

stability it was desirable to have global results, in the case of uniqueness a few

local results might be sufficient. This was the road taken by Debreu with an

article of 1970 and one of 1976, in which he introduced the notion of ‘regular

economy’. This is one with a discrete set of equilibria, so that each equilib-

rium has a neighbourhood in which it is unique. Regular economies exclude

the most dangerous situation: that in which, near one equilibrium, there can
be an infinite number of other equilibria—a situation which would make the

state of equilibrium indeterminate. Moreover, the set of irregular economies

that could possibly exist must be negligible. Finally, regular economies must

be structurally stable, so that a small change in the parameters cannot gen-

erate a catastrophic change in the equilibria.

By making use of Sard’s powerful theorem and by adopting two parti-

cularly unlikely hypotheses, Debreu succeeded in demonstrating that

regular economies have a set of equilibria which are not only discrete but
also finite; that irregular economies make up a negligible set; and, finally,

that the set of equilibria depends on their parameters, not only in a con-

tinuous but also in a differentiable way. The two unlikely hypotheses on

which these results depend are as follows: first, the individual demand

functions must be differentiable; second, all the goods must be ‘desirable’,

i.e. when their price approaches zero, the average excess demand for them

tends to infinity. Now the hypothesis of differentiability seems rather brave.

Economists are used to treating it as if it were normal, but this does not
mean it is sensible; it only means that the economist’s education is generally

successful in developing special gifts in the suspension of his critical fac-

ulties. First, the differentiability hypothesis presupposes that individuals are

able to formulate a precise demand, for example with regard to the vari-

ation in the price of cars, not only for any number of cars but for any

fraction of them; then, even worse, it implies that it is possible to determine

the rate of variation of the demand for cars corresponding to every infin-

itesimal variation in price. And even more ridiculous, if possible, is the
hypothesis of desirability; which implies that, for example, when the price

of water approaches zero, individuals will tend voluntarily to drown

themselves or to try to hoard the seas. But the real problem of the theory

of regular economies is not so much in the unrealistic hypotheses as in the

fact that it does not help to solve the problem. In fact, once it has been

proved that equilibria are not infinite, one still has to prove that they

are dynamically stable. What can we do with the equilibria, even if they

387neoclassical economics



are ‘few’ in number, if they persist in moving the economy away from

themselves?

10.1.3. The end of a world?

The general-equilibrium model has been under critical fire ever since it

appeared on the scene; critics have never shown any signs of tiredness, and

have been just as determined as supporters have been in ignoring the criti-

cisms. The mass of critical literature has become so great that it is impossible
to deal with it in one section of a book such as this. Here we shall restrict

ourselves to presenting a schematic summary of the criticisms, and of

responses to them, without drawing up a list of specific contributions or of

specific authors.

The most widespread criticism is obviously that which calls for the need

for realism, or for explanatory or forecasting power. This has also, perhaps,

been the most heeded; but it has never proved decisive. Now, the fact that

the general-equilibrium model is based on extreme hypotheses cannot be
disputed—with its atomistic competition, the absence of externalities, the

insatiability, the desirability, the differentiability, the futures and contingent

markets for all the goods, and so on and so forth. What is its explanatory and

forecasting power? What does it describe? What use is it? Why is it necessary

to study it?

The first group of answers to these questions came from Anglo-American

economists such as Arrow, Hahn, Townsend, and Roy Weintraub, to

mention only those who have made the most recent contributions. Given
their positivist backgrounds, these economists have been especially sensitive

to this type of criticism. The counter-arguments they advanced can be

basically reduced to four types. First, even though it is true that the general-

equilibriummodel in itself has no explanatory power, for the time being, there

is no reason to despair; research moves forward, loosening and generalizing

hypotheses, and this process can lead to an increase in the degree of realism,

so that the ‘research programme’, of which that theory is the ‘hard core’, may

turn out to be progressive in the end. Second, the general-equilibrium model
already fulfils a fundamental heuristic function, as it is able to inspire a great

deal of research and applied work in specific fields of economic theory in

which it is possible to reach, and, in fact, have been reached, notable results

in the field of forecasting. Third, the general-equilibrium model represents,

vis-à-vis a great deal of research and many applications in specific fields,

a general framework of theoretical reference, and acts as a deep structure

capable of holding together theoretical pieces which are heterogeneous and

independent of each other. Finally, the theory of general equilibrium can be
used as a taxonomic instrument to classify different types of real economies

by applying appropriate restrictions to them, such as the number and type of

markets which are assumed to be open, the degree of competition, and the

388 neoclassical economics



length of the time horizon within which it is assumed that decisions are

taken.

Now all these arguments are rather weak, and for the same basic reason:

that they are referring to something different from the model they wish to

justify, rather than to the properties of the model itself. The first argument is
only an appeal to the hope that the theory could, in future, become some-

thing which it is not today. The second would be valid only if it could be

demonstrated that those research projects and specific applications inspired

by the general-equilibrium model have actually been helped by it and have

not reached sound results, by chance, despite the model. The third should

demonstrate that many of the results obtained in the field of specific

applications could not be accommodated within a different general theor-

etical system. Finally, the weakness of the fourth lies in the fact that the
special worlds that can be obtained by rejecting some hypotheses of the

general-equilibrium model—for example, the hypothesis of flexible prices so

as to obtain non-Walrasian equilibria, or that of exchanges in equilibrium to

obtain non-tâtonnement processes—are, in fact, the result of a negation of

that model, and it is hard to see how this can be considered as one of its

virtues.

But there is another way of answering the question ‘What does the

general-equilibrium model describe?’—one that resorts to a drastic answer:
‘Why should it describe anything?’ It is no accident that this is the path

chosen, above all, by economists educated along the lines of the rationalist

and conventionalist heritage of the homeland of Descartes and Poincaré; we

can cite the names of Debreu and Malinvaud, but not that of Allais, their

master, who has always been more sensitive to the requirements of empirical

research and practical applications. Debreu, more rigorously than the others,

and by following an approach inspired by the epistemological stance of the

‘Bourbaki’ group, has set out the general-equilibrium model in terms of a
strictly axiomatic theory. A ‘pure’ economic theory such as the Walrasian

one, is an abstraction. As such, it has no need to justify its own hypotheses by

induction, nor to test them by empirical research; and it is necessarily

‘irrealistic’. This is just as true for general-equilibrium theory as for any

other. Is the post-Keynesian steady-state growth model more realistic?

Or Sraffa’s standard commodity? Or Marx’s reproduction schemes, or

Quesnay’s tableau économique? A pure theory is not an imitation, reflection,

or description of reality, but a metaphor, or, in Samuelson’s well-chosen
term, a parable. It is this attitude that has justified the neoclassical and all the

other theoretical economists in continuing to work on theory by ignoring the

problems of the realism of hypotheses.

From here, however, the debate moves onto new ground: that of relevance.

Any theory, however pure, is never neutral in the types of problem it helps

the economist to focus on or in the way in which it helps him to solve them.

The general-equilibrium model has often been criticized as completely
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inadequate to tackle the really important problems: growth, change, the

economic role of institutions, the behaviour of collective agents, etc. Today,

while every neoclassical economist is ready to accept this criticism, none will

consider it as decisive. The general-equilibrium model, its supporters main-

tain, is not suitable to tackle these problems, which should be passed over to
other sciences, such as sociology, history, and political science; but it is better

suited than any other to tackle the problem of efficient allocation of scarce

resources. Why should this problem be considered irrelevant? And who

decides which problems are relevant? Is the fact that society has placed its

best universities and richest research institutes at the neoclassical economists’

disposal devoid of all meaning?

Obviously, this immediately leads us on to a third battlefield—the ideo-

logical one, in which it is mainly the Marxist critics who have distinguished
themselves. It is true, they say, that the neoclassical theoretical system, of

which the general-equilibrium model is the heart, reigns supreme in all the

academic institutions of the capitalist world; but this demonstrates neither

that it is a valid representation of that world nor that it is really useful in

tackling important problems. Rather, it is only a representation in which the

ruling classes recognize themselves. Is it not, perhaps, a model aiming to

demonstrate the intrinsic tendency towards order and efficiency of a world

made up of free, egoistic, and equal individuals? And to hide the fact that
equality and liberty are only the formal attributes of the agents who meet on

the market? One need only glance at the production system to realize that the

individuals who are really free and equal are those who own the means

necessary to avoid working and to exercise control over the work of others.

Inspiration for the general-equilibrium model can be traced back to

Smith’s theory of the individualistic competitive equilibrium; a theory that

has been greatly improved over the following two centuries, while keeping its

substance intact. According to this view of the world, social order is the
result of the interaction of a multiplicity of autonomous, self-interested, and

rational individual agents. These enter into relationships among each other,

not through the operation of the institutions, social groups, or other super-

individual entities but by means only of the market. The fact that we are

dealing with individual subjects is of key importance. In the neo-Walrasian

theory they are called consumers and producers. And even producers, i.e.

firms, are considered as individual decision-making agents, rather than

organizations, as common sense would suggest. In this theory, in fact, the
individuals who participate in the activity of the firm meet and take decisions

before the activity begins, and they meet on the market. The entrepreneur

buys goods and services; the workers and the savers sell them. After this,

production starts. The resources, the goods, and the services bought by the

entrepreneur enter into the activity of the firm, but not the individuals who

have sold them to the firm. The decision-making subject of the firm remains

an individual. On the market, goods are exchanged at values that are not
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influenced by any single agent, and depend only on the scarcity of the goods

themselves in relation to consumers’ needs. These exchange relations,

by ensuring maximum satisfaction to each agent, guarantee an efficient

allocation of resources.

All things considered, it is fairly irrelevant that this impressive con-
struction expresses a biased point of view. After all, why shouldn’t one be

able to choose one’s point of view? In fact, ideological criticism has proved

incapable of discouraging the general-equilibrium theorist from looking

after his own subject in his own way. A truly effective criticism would be that

of demonstrating the inconsistency of the construction itself, its inability to

explain what it wants to explain, starting from its own premisses. It seems to

us, however, that this criticism has never been raised, either by Marxists or

by other heterodox economists.
It is a strange quirk of history, though, that it was the neoclassical eco-

nomists themselves who finally produced the decisive criticism. And this was

like reaching safe harbour after a tormented voyage which had lasted two

centuries.

For the grand construction of the individualistic competitive equilibrium

to be valid, it is necessary to demonstrate that the market is able actually to

lead the economy towards a state of equilibrium. It must be only the market,

and not any social institution or collective agent; otherwise, the essential
individualistic premiss would be undermined. This is the fundamental

problem, which Galiani and Smith thought they had ‘solved’ by assuming

that the adjustment processes in disequilibrium are regulated by a ‘supreme’

or ‘invisible hand’; which Walras thought he had ‘solved’ by assuming

that the tâtonnement process is regulated by the ghost-like presence of an

‘auctioneer’, and which the modern followers of Smith and Walras have

shown that it is impossible to solve.

In fact, the meaning of recent advances concerning the problem of stability
and uniqueness is this: the behaviour of individuals is not sufficient to give

the invisible hand the strength it needs to lead the market towards equilib-

rium. In order to reach a stable equilibrium, it is necessary to advance strong

hypotheses on the behaviour of certain aggregate variables; and the know-

ledge of the criteria of individual behaviour alone is not enough in itself to

justify any of these hypotheses. This simply means that an individualistic

competitive economy is not granted, for it does not necessarily possess the

strength to reach equilibrium, not even when regulated by the auctioneer’s
‘supreme hand’. Thus the ‘scientific’ basis of the theory of laissez-faire and

orthodox economic doctrine is simply lacking. Awareness of the seriousness

of this problem is fairly widespread today, at least among economic experts.

As early as 1969, for example, John Hicks warned one of the present authors,

his student at Oxford, not to be too enthusiastic about the proofs of exist-

ence, as the theory would, in any case, run into the problem of stability. But

it is true that many neoclassical economists tend to relegate the discussion of
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these problems to footnotes, to obiter dicta, and to verbal exchanges.

Recently however, the crucial importance of this question has been brought

to light by B. Ingrao and G. Israel in ‘General Economic Equilibrium:

A History of Ineffectual Paradigmatic Shift’ (1985).

The reactions of neoclassical economists to this revelation took the form
of feeling that a radical change in course was needed; but it is not clear which

direction should be taken.

On the one hand, there has been an attempt to resort to modal logic and

counter factuals. This was the road taken, for example, by Hahn in On the

Notion of Equilibrium in Economics (1973). The general-equilibrium model

does not describe actual reality, it is said, but only a possible ideal world. This

does not make it less useful to economists: it could be used to teach them not

to make hasty declarations with regard to the effectiveness of the invisible
hand, and to understand the real world by observing its differences from

the ideal world. For example, it would be possible to understand why per-

manent unemployment exists in the real world simply by reflecting on the

unlikely nature of the hypotheses which enable the general-equilibrium

model to eliminate it.

This type of argument cannot be upheld, however, for two reasons. First,

the conditions with which the existence of the general equilibrium is

demonstrated are only sufficient and not necessary. This means that, if the
proposition ‘If A, then B’ is true, the proposition ‘non-B because non-A’ is

not necessarily true. The latter is the type of argument which should enlighten

us about actual economic reality by telling us why it does not correspond to

the possible ideal world of the general-equilibrium model. Well, this

enlightenment is precluded. But there is an even more serious problem arising

from the impossibility of demonstrating the stability of the individualistic

equilibrium. The general-equilibrium model describes, not a possible world,

albeit unreal, but, on the basis of its own hypotheses, an improbable world.
It does not tell us that an individualistic equilibrium must be reached if

the usual hypotheses on competition, convexity, and so forth are applied,

but that it may not be reached, even by using these hypotheses, or, rather,

precisely because of the most fundamental of them, those defining its indi-

vidualistic nature. Therefore, the proposition itself, ‘If A, then B’, cannot be

upheld; not because the world represented by A does not exist in reality but

because its representation, A, is not warranted in theory.

A second position is assumed by authors like Grandmond andHildebrand,
responsible for the statistical approach to the stability of general equilibrium.

On recognizing the futility of the search for general conditions of stability,

these economists set out to discover the most likely conditions for it. And it

was found that if individual preferences were adequately and foreseeably

dispersed, then equilibrium might be stable. Needless to say, this is not a

satisfactory way out of the issue, not least because it presupposes ad hoc

assumptions on the utility functions of agents.
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A third position is even more pessimistic. It has been put forward by

Alan P. Kirman in a paper whose title tells us everything: ‘The Intrinsic

Limits of Modern Economic Theory: The Emperor Has No Clothes’ (1989).

Kirman believes that the only way to escape from the impasse following the

collapse of the foundations of competitive-equilibrium theory is to abandon
methodological individualism—which is tantamount to saying; ‘Let Samson

die with all the Philistines’.

Methodological individualism in its weak versions is an epistemological

criterion that serves to identify the subject and the research method of

economic science. One of such versions is that of institutional individualism of

J. Agassi, according to which only individuals have goals and interests, yet

institutions and social aggregates affect and constrain individual behaviour.

In this view, whatever the phenomenon studied by economics, it must be
possible to define it as the result, not necessarily the sum, of a certain set

of decisions or conducts by individual agents. This does not exclude the

possibility of there being social phenomena which can be described in terms

of collective behaviour, and of there being collective agents, social classes,

institutions, etc. It only means that the economist who studies them must

account for them in terms of the decisions and interactions of the individuals

who have created them and are part of them. This position is shared by

almost all non-neoclassical economic theorists, the only exceptions, perhaps,
being some members of the German Historical School and a few extreme

institutionalists.

The neo-Walrasian point of view, on the other hand, is based on a strong

version of methodological individualism, one that should be more appro-

priately defined as ‘ontological individualism’: only individual agents exist;

their choices are not affected by any kind of externality; and their social

relationships are not mediated by any institution other than a competitive

market. This market is anything but an institution, which is why it must be
governed by an invisible hand or an auctioneer. The hypothesis of no

externalities is very important in this approach, for it makes it possible to

obtain market demand and supply curves just by summing up the individual

ones. Thus it turns out that the whole is precisely the summation of the parts,

which is the most trivial (in this sense, the stronger) version of methodo-

logical individualism. Well, it is this version that must be abandoned, and

this is a problem not for the vast majority of economists, but only for the

‘orphans’ of Walras.
As Saari (1995, p. 228) made it clear, ‘The root of the difficulty . . . is that

social sciences are based on aggregation procedures . . .The complexity of

social sciences stems from the unlimited variety of individual preferences that

define a domain of such enormous dimension that, once aggregated, they can

generate all imaginable forms of pathological behaviour.’ The limit of

methodological individualism, in the strong version, is the presumption that

social interaction among individuals adds nothing new to what results from
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the behaviour of single individuals. Yet it is well known that groups of

individuals can give rise to collective behavioural patterns that were not

desired by any of their members, even though are determined by their

individual decisions. A typical example is a group of opportunists who evade

taxes to maximize their individual welfare. If everyone followed suit, there
would obviously be a decline and reduction in public services, so that no

individual will succeed in maximizing welfare.

10.1.4. Temporary equilibrium and money in general-equilibrium theory

The developments in general-equilibrium theory following the Arrow–

Debreu–McKenzie model have not led to the formation of a new theoretical

body of knowledge, but to the modification, and sometimes the elimination,

of this and that postulate of the original model. In these developments the

concept of temporary equilibrium has been particularly important, both

from the point of view of the internal consistency of theory and in relation to

the possibility of using it to study all those phenomena that are typical of a
monetary economy, especially inflation and unemployment. The modern

resumption of Hicks’s concept of temporary equilibrium comes from the

work of K. Arrow and F. Hahn, General Competitive Analysis (1971) and

J.-M. Grandmont, ‘Temporary General Equilibrium’ (1977).

The starting-point of the theory of temporary equilibrium has been the

abandonment of the assumption that there is a complete system of markets,

an assumption which is unattractive at both the empirical and the conceptual

level. Already Roy Radner, in a work of 1968, had studied sequential
economies in which transactions are made on any date, and in which the

incompleteness of the markets makes it impossible to reduce economic

activity to a single set of initial exchanges, as happens in inter-temporal

equilibrium. Thus, instead of a timeless equilibrium, there is a ‘succession of

temporary equilibria’. As we mentioned in section 8.2.4, at the basis of the

Hicksian conception of temporary equilibrium was the device of the ‘week’,

a period within which the economy reaches an equilibrium position. As the

economic process occurs through time, and as there is only a limited number
of futures markets, all the economic agents take decisions relating to a

certain instant (the current ‘week’) subject to their plans and expectations

about the future (successive ‘weeks’). In particular, they decide, for example,

to save, by reducing today’s consumption, if they expect the prices of goods

to fall in the future. Such conjectures may or may not be realized; if not, the

agents will be forced to revise their plans according to the new data. In spite

of this, the present decisions, already taken on the basis of incorrect

expectations, once carried out, cannot be changed. In this way, future
expectations, whether right or wrong, will influence the present equilibrium.

A temporary equilibrium, even though it is a general equilibrium in each

‘week’, changes through time as agents check their own expectations and
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revise their own plans. Grandmont used Hicks’s temporary-equilibrium

scheme to introduce money into the general-equilibrium model. If goods are

perishable and therefore cannot be carried from one period to another,

individuals will be forced to ask for money to transfer their own savings

through time. In this way, money carries out a reserve-of-value function:
it allows individuals to transfer their own wealth from one period to another

or, if necessary, from one place to another, or even from one state of nature

to another. If individuals receive a certain quantity of money in each period,

just like any other type of good, then money becomes, to all intents and

purposes, part of the equilibrium scheme, without the possibility of separ-

ating the economy into a ‘real part’ and a ‘monetary part’, as in the case

of the traditional dichotomy. Thus, the amount of money present in the

system will affect the determination of the prices of the various goods. In
Grandmont’s model, inflation is not a purely monetary phenomenon, caused

by a simple excess in the money supply, but is strictly linked to real

phenomena and to the expectations of the agents.

The reserve-of-value function is not, however, the only one accomplished

by liquidity. Historically, money developed as a means of exchange to

facilitate the organization of the processes of decentralized exchange,

processes in which there is no personification of the market such as that

represented by the auctioneer.
If it makes no sense to introduce money into a model such as the

Walrasian one, where, at each moment, it is certain that the exchanges will

take place in equilibrium with the full satisfaction of all agents, it becomes,

however, extremely important to use this instrument when it is assumed that

exchanges take place in a series of physically separated ‘markets’ which are

not in perfect communication. Thus, even considering the function of money

as a means of exchange there are valid reasons to introduce it into the

general-equilibrium model. As in the preceding case, however, it is necessary
to modify the structure of the reference model, by abandoning, at least in

part, the Walrasian world: for example, by admitting that exchanges among

individuals can also occur outside equilibrium. This road has been followed

by, among others, F. M. Fisher in Disequilibrium Foundations of Equilibrium

Economics (1983).

There are many other recent examples of attempts to introduce money

into more or less modified models of general equilibrium. Worth mentioning

are those of F. Hahn (Equilibrium and Macroeconomics,1985, and Money,

Growth and Stability, 1985). These attempts emphasize the function of

money, either as a reserve of value or as a means of exchange (or even its

role in speculative activity). In the present state of knowledge, however, this

problem has still not found a definitive and fully satisfactory solution. The

general-equilibrium model owes its strength and its weakness to the meta-

phor of the auctioneer, a deus ex machina who carries out the co-ordination

role necessary to make the plans of the single agents mutually compatible.
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Money, once introduced, plays a co-ordinating role in the exchanges in

which it partially replaces the role of the auctioneer and may conflict with it.

The coexistence of a ‘real’ view, emphasizing the role of the auctioneer, and

a ‘monetary’ view, stressing the role of money in the co-ordination of

economic activities, is therefore an awkward one, if not contradictory. As
long as this contradiction is not resolved in a theoretically satisfactory way,

the introduction of money into the general-equilibrium model will be, to a

certain degree, artificial. Considering the practical importance of issues such

as inflation and unemployment, it is not surprising that the present state of

the general-equilibrium model with money still gives rise to serious doubts

and fiery debates.

10.2. Developments in the New Welfare Economics and
the Economic Theories of Justice

10.2.1. The two fundamental theorems of welfare economics

Let us now turn to the normative component of the neoclassical theoretical

system. With the full incorporation of utilitarianism into economic theory,

welfare economics originated as a partially autonomous branch of research.

There are three basic principles of utilitarian philosophy. The first concerns

the evaluation of alternative situations, and states that the only correct basis
for such evaluations is the welfare or the satisfaction economic agents derive

from doing what they prefer doing. It is excluded that any element different

from welfare, for instance, individual rights, enter the valuation process. This

principle is called ‘welfarism’. The second principle concerns the choice basis

of the actions, and states that actions must only be compared or evaluated on

the basis of the consequences they produce; no consideration must be

reserved for the intentions of the agents, or, rather, for motivations which are

different from welfare. This principle is known as ‘consequentialism’: the
value of the action is entirely determined by the value of its consequences.

The third principle deals with the way of organizing the welfare of single

agents, and states that the aggregation criterion must be that of the sum

of the individual welfares. This is known as ‘sum-ranking’: the evaluation

of alternative social states is made in terms of the sum of the individual

utilities associated with them. Over time, these three fundamental principles

of Benthamian doctrine have been reformulated and interpreted in different

ways. In particular, with the emergence of ordinalism, the third principle was
replaced by the Pareto criterion.

It was Roy Harrod who made the important distinction, in ‘Utilitarianism

Revised’ (1936), between act-utilitarianism and rule-utilitarianism. Later,

John Harsanyi, inRational Behaviour and Bargaining Equilibrium (1977), laid

down the basis for neo-utilitarianism with his distinction between ‘ethical
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preferences’ and ‘personal preferences’. In the following paragraphs, we shall

try to explain the sense in which the new welfare economics continues to have

utilitarian foundations, and discuss the problems these foundations pose.

We will discover that the birth of the theory of social choices is linked to

such problems. Arrow’s 1951 book, Social Choice and Individual Values,
represents a turning-point in the history of welfare economics.

The first modern formulation of the relationship between the Walrasian

equilibrium and Pareto optimality is in a paper by A. Bergson,

‘A Reformulation of Certain Aspects of Welfare Economics’ (1937–8).

During the 1930s and the 1940s, many other authors, including Hicks,

Kaldor, Lerner, and Lange, developed and refined this new branch of the

discipline. However, we had to wait until the beginning of the 1950s to obtain

the first rigorous proofs of a global result (Pareto’s results were, in fact,
local): a competitive equilibrium is not dominated, in the Paretian sense, by

any feasible social allocation. And this is the meaning of the first fundamental

theorem of welfare economics, the one which Kenneth Arrow and Gerard

Debreu proved in the famous 1951 articles.

The same authors also demonstrated the converse result: given any desired

optimal allocation in the Paretian sense, it is always possible, under certain

conditions, to find a way to distribute the initial endowments among

individuals in such a manner that the Walrasian equilibrium associated with
that distribution coincides with the desired allocation. And this is the content

of the second fundamental theorem of welfare economics, which is usually

interpreted as representing a solution to the problem of how it is possible to

obtain a Pareto-optimal allocation through decentralized decisions. These

two theorems, taken together, sanction a type of one-to-one correspondence

between Walrasian equilibrium and Pareto optimality, which is why they are

of fundamental importance. Thanks to these, Smith’s invisible hand would

cease to be a suggestive metaphor and would seem to become a theorem full
of political consequences: the justification, not only ideological but also

analytical, of laissez-faire.

The first theorem basically asserts that the perfectly competitive equilib-

rium is non-wasteful, in the sense that resources are not wasted. This results

from the demonstration that a general equilibrium of production and

exchange has the following three properties:

(1) efficiency in the allocation of resources among firms;

(2) efficiency in the distribution of produced goods among consumers;

(3) efficiency in the composition of the final product, in the sense that the

composition of output fully coincides with the preference structure of

the agents.

These properties make it possible to give prices a more complete definition

than that which reduces them to exchange relations between goods. In the

equilibrium configuration, the price of a good in terms of another good is,
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at the same time, equal to the marginal rate of substitution for all consumers

and equal to the marginal rate of transformation in the production system.
Price is thus defined as the common value of relationship both of psychological

and of technological equivalence.

Consider Fig. 18, which depicts Edgeworth’s box diagram relating to the

exchange activity between two individuals, A and B. On the two axes starting

from point Oa we represent the quantities of individual A’s goods; on those

starting from point Ob, the quantities of individual B’s goods. The curve

joining points Oa to point Ob is the contract curve. In any of its points the

marginal rates of substitution of the two goods are the same for the two
individuals and are equal to the price ratio. Clearly, there will be a different

general-equilibrium configuration which is Pareto efficient in any point on

the contract curve. But which of these infinite number of points is selected by

the market mechanism will depend on initial endowments of resources.

The problem that now arises is no longer a problem of efficiency, but rather

one of distributive justice. And this is how the second fundamental theorem

should be understood. If w is the initial endowment of goods, considering the

co-ordinates of pointwwith respect to originOa and originOb, it is easy to see
that A possesses much more than B. The competitive equilibrium associated

with w is x*. However, an allocation such as y*, which also lies on the con-

tract curve, and therefore meets the efficiency requirement, seems preferable

to x* on the basis of considerations of justice. Can the competitive mech-

anism, given w, lead an economy to an allocation such as y*? The answer is

provided by the second fundamental theorem of welfare economics, which

ensures that a competitive market is unbiased, or neutral; by means of an

opportune initial redistribution of resources between individuals, it is pos-
sible to reach any desired Pareto optimum as a competitive equilibrium.

Let us imagine that a public authority makes cash transfers between

individuals. Each agent has an account with this authority in which all the

goods he owns are listed. Let us assume that there are l goods ( j¼ 1, 2 . . . l )
and m individuals (i¼ 1, 2 . . .m). Consider an initial allocation w¼ (w1,

w2 . . .wm) and a desired allocation y ¼ ðy1; y2 . . . ymÞ; where wi and yi are

l�ples whose elements, wij and yij, represent the endowments of goods

y*

x*

Ob

Oa

w�

w

Fig. 18
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j of individual i. The problem is as follows: is there a lump-sum transfer

vector T¼ (T1, T2 . . .Tm) and a price vector p¼ (p1, p2 . . . pl) such that

each individual maximizes his utility function Ui (i¼ 1, 2 . . .m) subject to

pyi� pwiþTi ? The affirmative answer is to be found in the second funda-

mental theorem. It is assumed that the Ui functions are individualist and
monotone (increasing) and that the indifference curves are convex. y* is any

Pareto-efficient allocation for which yij*� 0 for all the is and js. Then there is

a transfer vector T and a price vector p, such that the pair ( y*, p) is in a

competitive Walrasian equilibrium, given those transfers.

It is easy to see that the algebraic sum of the Tis must vanish. In fact, the

theorem ensures that, for all the is, y* maximizes Ui under the constraint

pyi� pwiþTi. On the other hand, for the assumption of monotonicity

(non-satiety) of the Ui functions, the individuals will spend all their incomes.
Thus: pyi¼ pwiþTi. For the whole economy we will have:

Xl
j¼1

pj
Xm
i¼1

yij ¼
Xl
j¼1

pj
Xm
i¼1

wij þ
Xm
i¼1

Ti

Since it is only a reallocation of given resources, the summation of final

endowments, yij, must be equal to that of initial endowments, wij :Xm
i¼1

Ti ¼
Xl
j¼1

pj
Xm
i¼1

yij �
Xm
i¼1

wij

" #
¼ 0

An important observation about the specific use of the second theorem needs

to be made. The new welfare economics has used it to sanction the separation
between efficiency problems and distributive-justice problems. The market is

efficient as an allocation instrument. Therefore, if the distribution of welfare

(or of income) following a competitive bargaining process is deemed unfair,

then it is sufficient to revise the initial endowments by means of lump-sum

transfers. This implies admitting the existence of a dichotomy between the

moment of the production of wealth and the moment of its distribution. The

intervention of the public authority would be justified only at the second

moment and not at the first. But a doubt soon arises.
Attention should be paid to what the second theorem presupposes for its

validity. The central authority must know, not only the technological pos-

sibilities and the initial endowments of the single individuals, but also their

utility functions. Otherwise it will not be in a position to determine the Ti

transfers exactly. But if the authority knows all this, why is the market

mechanism necessary? Could not the authority itself directly reach the y*

allocation without resorting to the market mechanism, for example by means

of some type of planning? The answer is affirmative.
As has been forcibly shown by P. Dasgupta in ‘Positive Freedom,Markets,

and the Welfare State’ (1986), the following paradox seems inevitable.

The second fundamental theorem of welfare economics, whilst it is called on

399neoclassical economics



to support the argument that the authority must avail itself of the market, is

only valid in those circumstances in which there is no need to resort to the

market as an allocative mechanism. This is, obviously, a fundamental

paradox to which there does not seem to be a credible solution.

But there is even more to it. What conditions must be satisfied for the
second theorem to be used to demonstrate that efficiency and equity can

cohabit in a market economy? There are two fundamental conditions:

a general equilibrium that is unique and stable. In fact, once the public

authority has made the initial desired distribution of resources, if the equi-

librium is not unique the market, instead of leading to y*, may lead to a

‘wrong’ equilibrium, even to one that is more unequal than the one to be

corrected. On the other hand, if the equilibrium is unstable, as soon as the

initial w state is left behind, the market mechanism may destabilize the
economy so that it may never reach an equilibrium; in other words,

the desired equilibrium would be unachievable precisely because of the way

the market functions.

10.2.2. The debate about market failures and Coase’s theorem

Among the many and various assumptions which must be made to

demonstrate the two fundamental theorems, one (apart from the existence of
complete markets) is crucial: the absence of external effects. Thus the

following circumstances must be excluded:

(1) that the consumption choices of some agents influence the levels of

utility of other agents;

(2) that the production functions of some firms are influenced by the
production decisions of other firms.

Externalities exist when, given the usual definition of property rights, in

terms of the rights and duties of those who exercise an economic activity, the

agent who does the damage is not obliged to compensate the consumers or

producers who suffer damage as a result of his activities.
The presence of externalities indicates an insufficiency in the market

mechanism, in the sense that individuals’ choices are made on the basis of

prices and costs that do not reflect the true value of the resources utilized.

In the case of a factory which emits smoke, the producer will act on the basis

of a cost of his activity, the private cost, which is lower than the social cost,

i.e. the sum of the private costs and the damages suffered by the others. The

latter is what he would have to sustain if he had to pay for compensation for

the damage caused to his neighbours. The result is that he will tend to
increase his production beyond the level he would have maintained if he had

to pay the social cost. This is why the market mechanism does not operate

perfectly.
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In short, it is possible to say that the fundamental theorems can only

take into account those categories of social interaction conveyed by the

price mechanism. The latter, in the presence of externalities, is incapable of

informing the decision-makers correctly; and this deprives the competitive-

equilibrium allocations of optimality.
The cure for the inefficiencies caused by externalities lies in the introduction

of opportune corrective measures: basically, those taxes and subsidies already

proposed by Pigou. If, in a consumption or production activity, an individual

damages others, he should have to pay a tax proportional to the damage he

has caused, while if he benefits the others he should receive a subsidy.

The solution envisaged by Pigou, and later adopted and improved by

Samuelson in the 1940s, calmed the waters troubled by those who doubted

the ability of the market to achieve an efficient allocation of resources.
However, the truce was short-lived. From the late 1950s, another line of

attack against the tenets of free-market doctrine gained ground, starting

from the observation that, for various reasons connected with the process of

economic growth, the conflict between individual action and the satisfaction

of individual preferences is liable to become bitter. To get what you want and

to do what you want are incompatible whenever mass phenomena of social

interaction are present. Consider the case of the commons, first brought to

light by G. Hardin in ‘The Tragedy of the Commons’ (1968). Commons are
resources that can be used by many individuals, none of whom is the owner.

Each individual, if he is self-interested, will try to get maximum utility from

these goods and ignore the necessity of other people. The result is that, if all

people behave like that the resources will be finally exhausted. All individuals

could be better off, collectively speaking, if their behaviour were restricted;

but nobody, individually speaking, is interested in self-restriction. In these

situations, which become increasingly frequent as an economy evolves,

individual action is no longer a sure means of achieving individual objectives.
It was, above all, Albert Hirschman and Amartya Sen who demonstrated

that such objectives can best be reached either by collective action or by tying

individual action to a moral code of behaviour, a ‘richer’ code than the

mercantile moral code of the classical and neoclassical economists—richer in

the sense that, besides honesty and trust, it includes benevolence.

Also consider the numerous cases described in the famous ‘prisoner’s

dilemma’. These are cases that regularly crop up whenever ‘public goods’ are

considered, i.e. goods characterized by the absence of rivalry in consumption
(a number of individuals can, at the same time, benefit from a good without

this reducing the utility of each individual) and by the inexcludability from

benefits (whatever good is made available to somebody, it is not possible or

worthwhile to exclude others from the benefits the good produces). The

paradoxical result is that, in the case of public goods rational subjects are

motivated to choose the course of action which does not maximize their

welfare.
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Because of the property of non-rivalry in consumption, the marginal costs

of supplying the benefits of a public good are zero, so that it would seem

optimal to make this available to the whole community. The community,

however, has to pay for the public good. If each consumer must pay the same

amount, then the consumers with the lowest marginal utility will prefer not
to consume the public good, and this is sub-optimal in view of the fact that

additional consumption by an individual does not increase the total cost.

Thus the condition of optimality requires that each consumer pay a price

equal to his marginal evaluation—a result already obtained by Wicksell and

Lindahl.

What makes it impossible to reach an optimal equilibrium is the problem

of the free rider—the presence of consumers who take advantage of collective

consumer goods by not participating adequately in their financing.
A further case of market failure is due to asymmetric information, and was

brought to light by G. Akerlof in ‘The Market for Lemons’ (1970). One of

the conditions for the correct functioning of markets is perfect information

about the goods and services exchanged. Now, it is a fact that the buyer’s

knowledge is often a great deal less than the seller’s. In situations of this type,

the agent in possession of more information is driven by the criterion of

rationality itself into a situation of moral hazard or adverse selection. The

latter are those situations in which the contracting parties have different
information concerning some characteristics of the contract (e.g. the quality

of the product) and this is why one speaks of hidden information. Moral

hazard situations, on the other hand, arise when the possible effects of a

contract depend on the actions of at least one of the contracting parties, and

when such actions are not perfectly observable by the other party (in this case

one speaks of hidden action). In both cases the agents are motivated to give

false information—to violate, in other words, the code of mercantile

morality which is necessary for the correct functioning of the market. As
Arrow observed, adherence to a Kantian code of professional ethics could

remedy these specific forms of market insufficiency.

The fact that non-utilitarian behaviour is needed in situations in which the

market and personal interest produce undesirable results has restored the

notion of benevolence. The need for norms and ethical behaviour that would

integrate with, and at times replace, self-interested behaviour seems one of

the most interesting results of the theoretical research of the last twenty years

on the foundations of free-market doctrine.
The diversity of the results derived from ‘benevolent action’ and the action

inspired by the familiar criterion of economic rationality obliges us to

reconsider the latter: what kind of rationality is one that leads to sub-optimal

results? Above all, it throws serious doubts on the logical possibility of

keeping separate the judgements of rationality, intended as judgements

dealing with the relationship between choices and preferences, and moral

judgements, intended as judgements about the preferences themselves.
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It should be noted that the impossibility of restricting the notion of ration-

ality to judgement of the appropriateness of the means in respect to given

ends is of a logical nature: it follows from the gap that social interaction

produces between the intentions and the results of the action, i.e. from the

gap between the expected and actual results of individual choice.
What is the moral of the story? That the principles of personal interest and

mercantile morality are inadequate as instruments of social organization

when phenomena of social interaction are massively present, as in the case of

the highly industrialized modern economies. In these situations, the simple

pursuit of self-interest no longer ensures even the attainment of economic

efficiency.

A radically alternative way to tackle the problem of externalities, public

goods, and informative asymmetries was suggested by Ronald H. Coase in
his famous article ‘The Problem of Social Cost’ (1960). In the presence of

complete information on the part of the agents and in the absence of

transaction costs, the consequences of externalities and public goods can be

corrected by means of the market itself, no recourse to State intervention is

needed. In fact, Coase demonstrated that, if the parties involved are really

able freely to negotiate the effects of externalities, an optimal allocation of

resources can be reached independently of the initial distribution of property

rights, and without any State intervention. In other words, Pigou’s argument
ignored (according to Coase) the possibility of agreement and therefore of a

‘transaction’ between the parties. If, with no costs, an act of exchange is

possible between the agents whose actions generate externalities and the

agents upon whom the external effects fall, then the externalities can be

‘internalized’. Let us consider the case of the factory emitting polluting

material and the community affected. The community, which has the right to

enjoy clean air, can transfer this right by selling ‘concessions’ to pollute; each

concession allows the factory to produce one unit more of output and the
pollution associated with it. The community will continue to sell concessions

as long as the marginal benefits so obtained exceed the marginal costs

represented by the increase in pollution. It is clear that Coase’s theorem is

based on the idea that individuals can freely use their property rights as an

object of negotiation, just as if they were any other good.

Coase’s theorem is rather stronger than the first theorem of welfare

economics. It is similar to it in that it states that, if everything, including

property rights, is negotiable, then Pareto-efficient results are assured,
whatever the property structure on the basis of which the subjects operate.

Unlike it, however, it has no need of any hypotheses of convexity, price-

taking behaviour, and complete markets. The only thing that it requires is

the absence of any barrier to bargaining. Now, since Coase’s theorem

depends on the hypothesis that the subjects bargain in an efficient way, it is

obvious that it has explanatory strength only if there is reason to believe that

efficient bargaining is possible.
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On this specific point, recent literature on the theory of bargaining,

associated with the names of K. Binmore, P. Dasgupta, and J. Farrell,

among others, has shown that the results promised by Coase’s theorem only

apply in a few uninteresting cases, for instance, in the case of a modest

number of agents and in the absence of transaction costs. The hopes of many
economists of the ‘Chicago School’ thus remain frustrated: it is no longer

possible to maintain, as they do, that the prisoner’s dilemma is an institution

failure rather than a market failures and that an appropriate allocation of

ownership rights would solve any such problems.

Lastly, the difficulties that invariably arise when ownership rights are to be

attributed to individuals should be considered. To whom should the owner-

ship of a common good, as for example a meadow, a lake, etc., be assigned

out of all those who make use of it? Coase’s theorem shows that the initial
allocation of ownership rights for the purpose of efficiency is irrelevant; but

certainly not that it is irrelevant for the purpose of achieving some form of

desired distribution. And who has established that distributive equity should

be sacrificed on the altar of allocative efficiency?

10.2.3. The theory of social choice: Arrow’s impossibility theorem

There was a double response to the ‘identity crisis’ faced by the new welfare

economics at the beginning of the 1950s: the neo-institutional approaches,

and the theory of social choices. We shall concern ourselves with the latter in

this section. This theory dates back to 1951, when K. Arrow published

his famous Collective Choice and Individual Values. The book received
immediate and extraordinary success, above all because of the widespread

need to accept the challenge issued by Keynesian theories.

It is well known that public intervention in Keynesian theory is defined,

not so much by State control of economic activity, but rather by the acti-

vation on the part of the public authorities of a level of expenditure capable

of stimulating the private sector to produce more. From this point of view,

the problem of social choice obviously comes second. The relationship of the

State with the economy is not considered in terms of the choice how to
employ the resources of the society, but in terms of the satisfaction of all the

interests that an increase in public spending renders compatible with each

other. However, the gradual extension of the public sector after the Second

World War created a new problem: the choice between different alternatives

in the use of resources. In fact, beyond a certain threshold of public

intervention and with structural or technological unemployment, it seems

obvious that the problem of social choice can no longer be avoided. This is

why Arrow’s research has aroused so much interest.
The roots of the modern theory of social choices can be traced back to

Illuminist thought, especially to two distinct sources: the normative study of

welfare economics initiated by Bentham’s works and the theory of voting
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and committee decisions linked to the names of Borda, Condorcet, and

Rousseau. However, the influence of these two streams of thought has been

different through time.

Up to the 1920s, the philosophical position of welfare economics (it was

not yet called the theory of social choice) was that of classical utilitarianism.
Let Ui be the utility function of person i defined over the set X of alternative

social states. Then we may say that x is at least as good as state y, in symbols

xRy, if and only if

Xm
i¼1

UiðxÞ �
Xm
i¼1

UiðyÞ

Here, clearly, cardinality and interpersonal comparison of individual utilities

are needed. After Robbins, the only grounds on which it was considered

permissible to base judgements about social welfare was that of the m�ple

of individual (ordinal) utilities. These, however, could not be compared

interpersonally, and thus the traditional sum-ranking criterion became
untenable. In particular, since the cardinal-utility functions of the subjects

had been replaced by their binary preference relations, Ri, the social-

preference relation, R, could only be derived from the m�ples of the

individual orderings Ri.

It was in this context of ‘information crisis’ that the contribution of the

other stream of thought mentioned above emerged. The welfare economist

who, before the 1930s, had no reason to concern himself with the works of

Borda, Condorcet, Lewis Carrol, and others, happened to discover, in voting
theory, an instrument suitable for tackling the problem of the lack of

information brought to light by the methodological changes of those years.

This convergence gave rise to the modern theory of social choice. The

first steps were certainly not auspicious, to judge by Arrow’s impossibility

theorem. In fact, even before the failure of the approach based on the

compensation tests, Harrod and Bergson, among others, had already cast

doubt on the possibility of building an individualistic ordering of social

states without having in some way to resort to interpersonal comparisons of
welfare. Arrow’s key paper in this field was the explicit and rigorous

demonstration of the validity of this insight.

Here is the problem. Each individual possesses, by assumption, a well-

defined ordering of preferences over the set of social states. As these

orderings are expressions of the systems of individual values, they do not

generally coincide with each other. A ‘function of social choice’ is, by

definition, a map from the set of all the logically possible m�ples of indi-

vidual orderings to the set of all possible orderings of social preferences over
the various social states: R¼F(R1, R2 . . .Rm). In deciding the ordering

of social states x and y, the only admissible information is that, let us say,

the ith subject prefers x to y, and the jth subject prefers y to x. Arrow
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demonstrated that there is no social-choice function capable of satisfying the

following minimal requirements of coherence and morality:

(1) universal domain (the domain of the social-choice function must

include all the profiles of individual orderings which are logically

conceivable);

(2) independence from the irrelevant alternatives (the social choice derived

from a given set of alternatives must not be influenced by the way in

which individuals order the alternatives not included in that set);

(3) Pareto’s condition (if all individuals prefer x to y, x must be socially
preferred to y);

(4) no dictatorship (there must be no dictator who invariably succeeds in

imposing his own preferences over those of the others).

The difficulty lies in this: for at least some patterns of individual orderings,

the attempt to satisfy these requirements generates an ordering of social

preferences which does not satisfy the property of transitivity, just as

happens with the paradox of Condorcet’s majority ballot. x, y, and z are three

social alternatives to be chosen from on the basis of the majority criterion.

It may happen that, in the comparisons between x and y, x wins; between y

and z, y wins; and between x and z, z wins. Therefore there is no alternative

capable of beating all the others. In fact, x loses against z which loses against
y which loses against x. This means that the social choice, in so far as it

cannot be rationalized by a transitive binary relation on X, does not satisfy

the rationality requirement.

Thus, either one rejects at least one of the conditions imposed by Arrow on

social choice (or possibly weakens it), or one changes the reference framework

itself, so as to allow, for example, the utilization of an information structure

which goes beyond the mere coherence of the individual preferences and

their aggregation into a social-choice function dependent solely on the
individual orderings. Arrow’s result proved extremely important,

as it demonstrates that minimal ethical-rational properties, seemingly little

restrictive for assuring the democracy of the social-evaluation process,

generate unbelievable results if adopted all together.

10.2.4. Sen and the critique of utilitarianism

Amartya K. Sen attacked the ‘information poverty’ of Arrow’s scheme.
In particular, two types of information were not taken into consideration

by that scheme: information about the utilities of single individuals and

extra-utilitarian information. This was a consequence of Arrow’s ordinalist

choice—a choice implying that what matters in social decisions is solely

individual preference orderings and not, for instance, the comparisons

individuals themselves can make among their orderings. However, there is

another constraint, implicit but no less restrictive, on the set of admissible
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information. In fact, Arrow’s conceptualization implies that, in the definition

of R, it is not possible to account for the ‘objective’ characteristics of the

alternatives; only the way in which these are ordered by individuals must be

considered. This condition, known in the literature as the ‘neutrality con-

dition’, is a reflection of ‘welfarism’, i.e. of the view that the levels of welfare
or of utility manifested by individuals are the only legitimate basis on which

to achieve an aggregate evaluation of the social states. In conformity with the

standards of welfarism the set of relevant information contained in any

social state is reduced to a vector of utility levels, each component of which

refers to an individual.

From here, beginning from his Collective Choice and Social Welfare

(1970), Sen developed his criticism of utilitarianism. For what reason, he

asked, in deciding what is morally acceptable behaviour, or what should be
the way to aggregate individuals’ preferences, should the individuals’

judgements be recognized as an ultimate authority? Of course, the principle

of ‘consumer sovereignty’ is a form of respect shown towards individuals.

But, apart from the fact that even utilitarians such as Harsanyi recognized

the necessity of not considering certain anti-social preferences, and therefore

of censuring the utility functions expressed by certain members of the col-

lectivity, it is difficult to deny that some things have a value even if they are

not desired (or preferred) by somebody. Similarly, even if there are some
individuals who do not have the opportunity to manifest their preferences in

regard to certain values (consider the people who live under an oppressive

regime and do not have the courage to express their desire for freedom),

nothing suspends the duty of granting them what they do not explicitly ask

for. On the contrary, there are goods individuals believe they have a right to

and which society cannot legitimately grant them, for instance, heroin.

In regard to rights, utilitarianism is particularly fragile, and this is for three

specific reasons. First is its rather restricted view of the human person.
Second, rights cannot find a place in a theoretical structure which postulates

continuity, in that they represent areas of discontinuity; areas in which an

unlimited trade-off between the alternatives at stake cannot even be con-

ceived. The third reason is concerned with sum-ranking. Clearly, in putting

together the pieces of utility into a total sum, the identity and separateness of

the individuals is lost, but these requirements are necessary to make possible

the allocation of rights.

In conclusion, any attempt to introduce rights into the moral calculus
must break with utilitarianism. The latter cannot restrict itself to the argu-

ment of ethical individualism, according to which all and only the individuals

count, and all count equally. Acceptable ethical individualism implies

something more than the respect of individuals; it implies respect of

the individual. In exploring the territory of rights, Sen ran up against

an impossibility result, formally analogous to Arrow’s, but substantially

more embarrassing. This is the famous argument put forward in ‘The
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Impossibility of a Paretian Liberal’ (1970). The argument is that there is

no social choice function (or rule) which satisfies, at the same time, the

conditions of:

(1) universal domain;

(2) minimal freedom (there must be at least a couple of alternatives

belonging to the protected sphere of the individual, over which his

desire or will must reign supreme);

(3) Pareto’s condition.

The following example clarifies Sen’s demonstrative strategy. There are two

individuals: A, who is a strait-laced, prudish type, and B who has no moral

scruples. The object of social choice is the reading of a rather licentious novel

(Lady Chatterley’s Lover, in Sen’s original example). The possible alter-
natives are: x (A alone reads the book); y (B alone reads the book); z (no one

reads the book). Given the psychological characteristics of the two indi-

viduals, A’s order of preference will be: z> x> y, where the symbol ‘> ’

stands for ‘preferred to’. B’s will be: x> y> z. If we now ask A to choose

between z and x, he will opt for z, whereas if we ask B to choose between

z and y, he will opt for y. Considering condition b) above, the collective

choice should satisfy the following order: y> z> x. Yet for both individuals

x is preferred to y and the x option is therefore Pareto superior to option y.
The collective choice that respects the condition of minimal freedom con-

tradicts the collective choice that complies with the Pareto principle.

What is the sense of Sen’s theorem? This is, first of all, a result which,

unlike Arrow’s, presupposes the specification of only one preference-ordering

for each individual. Second, neither transitivity nor quasi-transitivity of the

social preference are required here, but only its ‘acyclicity’, a much weaker

condition which requires that, given n social alternatives x1, x2 . . . xn, if x1 is
preferred to x2, x2 is preferred to x3 . . . xn–1 is preferred to xn, then x1 must
be preferred to xn. Third, the appeal to an increase in the utility information

is not admissible in this case; and this is for the obvious reason that the

libertarian conception requires that rights be taken into consideration in

virtue of the nature of the choices at stake, i.e. of the fact that they are

‘personal’ questions, and not on the basis of the net utility gains connected

to them. Fourth, the impossibility in question has nothing to do with the

absence of extra-utilitarian information, since the minimal-freedom condi-

tion itself embodies such information. Rather, the impossibility of the
Paretian liberal can be ultimately explained in terms, not of inadequate

information, but of the incongruent use of the available information: the

Pareto principle states that certain classes of social decisions must be

exclusively based on utility information, while the liberal principle insists on

conferring a primary role on extra-utilitarian information to reach some

other classes of social choices. The impossibility result captures the tension

between the two principles.
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There have been various and numerous attempts at extending Sen’s work,

as well as several ingenious attempts to avoid its negative results. But it is

obvious that the interest of Sen’s arguments is not in their paradoxical nature

but rather in their ability to show that the introduction of rights into the

process of social choice poses new problems to the economist who believes
that it is not necessary to gather information on the motivations underlying

individual preferences or to take into consideration the nature of the social

alternatives at stake.

10.2.5. Economic theories of justice

One of the most interesting spin-offs from research on social-choice theory

has been the deep change in the way of conceiving the link between efficiency

problems and distributive justice. Smith, in the Theory of Moral Sentiments,

had maintained that justice is the main pillar of the social building.

Men are led by an invisible hand to make nearly the same distribution of the

necessaries of life, which would have been made, had the earth been divided into

equal portions among all its inhabitants, and thus without intending it, without

knowing it, advance the interest of the society, and afford means to the multiplication

of the species. (pp. 184–5)

But over the course of successive developments, the principle of self-interest

ended up by attracting the attention of the economists, thus contributing to

relegate the category of justice to the limbo of ethical, i.e. meta-scientific,

considerations. Why was there a resurgence of interest in the subject of
justice in the second half of the 1970s? Is there a connection with the great

emancipation movements of those times?

We have already mentioned that utilitarianism had strong reformist

political implications, at least in its early stages—consider J. S. Mill,

Marshall, Wicksteed, and Pigou. It was only later, with the rise of the

ordinalist statute, that it became an apology for the status quo. In particular,

the belief that distributive justice and efficiency are antithetical was a con-

sequence of the Pareto-efficiency criterion. On the other hand, if that belief is
neither disturbing nor worrying, this is due to the way in which Keynesian

theory laid down the terms of the relationship between efficiency and justice.

In fact, in that theory, the State never enters into conflict with the market,

but helps it, since public intervention simultaneously pursues objectives of

equity and efficiency. An unemployment situation derived from a lack of

effective demand is a clear waste of resources, and therefore both inefficient

and unfair. Keynes was explicit on both points. On the other hand, the

argument that there are special historical circumstances in which the State
can act successfully as a neutral mediator between the classes was a really

great political achievement of Keynesianism. A higher level of public

investment in a depression not only generates more jobs for the unemployed,
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and therefore a higher wage bill, but it also helps the capitalists to obtain

a higher level of profits.

However, this economic role of the State no longer applies when the

political conditions for the functioning of human face capitalism are absent.

Then Keynesian economic policy and the philosophy of the administered
market enter into conflict. So it is not surprising that, starting from the

1960s, the idea of a trade-off between efficiency and justice was taken up

again both by economists and by policy-makers. Arthur Okun, in Equality

and Efficiency: The Big Trade-Off (1975), has elegantly summed up the

liberalist viewpoint: ‘any insistence on carving the pie into equal slices would

shrink the size of the pie. That fact poses the trade-off between economic

equality and economic efficiency’ (p. 48). The inefficacy of public interven-

tions in the field of distribution is depicted by Okun with Pareto’s fable of the
bucket with a hole: ‘the money must be carried from the rich to the poor in a

leaky bucket. Some of it will simply disappear in transit, so the poor will

not receive all the money that is taken from the rich’ (p. 91). At the root of

the thesis of trade-off is the idea that, to achieve equality objectives, tax-

based redistribution schemes must be adopted which would anyway

have distortion effects on resource allocation.

Recently, doubts have been cast on the ‘justification’ approach to eco-

nomic rationality, an approach that for so long has allowed the economist to
work ‘undisturbed’ by worries concerning the fair distribution of resources

and incomes. First, the various difficulties connected with the correct

functioning of the market mechanism, as presented in section 10.2.2, have

undermined what appeared to be the sound certainties about the ability of

the market to achieve efficiency. Second, awareness spread that the societies

in which we live are complex structures in which it is possible to have equal

rights but unequal distribution of opportunities. We are at the same time

members of the ‘citizenship club’, in which we are recognized as equal (one
head, one vote), and members of the ‘market club’, whose fundamental rule

(one penny, one vote) provides prizes and sanctions resulting from trans-

actions that obey no principle of social equality. The most common tensions

are those between the rights of citizenship and the rights of ownership;

between rights and opportunities; between being equally free to do or to own

something and having different basic abilities to do or to own something.

But economic democracy and political democracy cannot diverge too much

and for too long, otherwise the very foundations of the market system would
be dangerously affected. Which is tantamount to saying that keeping the

allocative objective and the redistributive objective separate does not meet

the criteria either of efficiency or of equity, as was convincingly argued

by Anthony Atkinson in The Economic Consequences of Rolling Back the

Welfare State (1999).

Contemporary economic theories of justice pursue the project to define an

analytical framework capable of dealing at the same time with questions of
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efficiency and of justice, thus overcoming the traditional separation of the

fields of research. The various lines of attack so far put forward are mainly

variants, more or less radical, of the two principal traditions of thought in

the field of political philosophy, the contractarian and the utilitarian. The

first, which can be traced back to the work of Hobbes, Locke, and Rousseau,
conceives the State as the result of a bargaining process among self-interested

agents, just as happens in a business contract between economic agents.

From an utilitarian perspective, on the other hand, the State is an organ-

ization that maximizes social welfare, just as a firm maximizes its profit. It is

a sort of super-agent aiming at resolving conflicts of interest among indi-

viduals in the same way that the individual resolves his own interior conflicts.

In a contractarian view, on the contrary, the individual can be a maximizer,

but not the State, for this has the specific task of fixing the basic rules (the
constitution) that legitimate individuals in pursuing their own private ends.

In his influential A Theory of Justice (1971), J. Rawls reawakened interest

in the contractarian line of thought by putting forward an alternative pro-

cedure to the utilitarian one to express a judgement of social preferability

among alternative states. A distributive pattern is ‘just’, according to Rawls,

when it is fair, i.e. when it offers the same opportunities to all members of the

collectivity, provided that, if such equality does not actually exist, the rules of

the game favour the most disadvantaged groups in the assignment of
resources. This is the meaning of the social-choice criterion called ‘maximin’:

it consists of maximizing the welfare of the subjects at the lower echelons of

the social scale. To accept this criterion of choice, the subjects must distance

themselves—according to Rawls—from the knowledge of their own personal

attributes, placing themselves behind a ‘veil of ignorance’. Behind the veil,

everybody finds himself in an ‘original’ position of total equality, in the sense

that each possesses the same information about the probable effects of the

different distributive rules on his own future position. From this position all
individuals will fear he possibility of falling in a disadvantaged situation, and

therefor all will accept the maximin rule. Thus justice is introduced by virtue

of the impartiality of the collective decision-making process. Rawls’s theory

is typically ‘end-state-orientated’, in the sense that, when evaluations must be

made, it focuses on the final state.

An alternative approach, put forward by von Hayek and Nozick within

the liberal tradition, developed a theory of procedural justice, in which

justice is defined in terms of compliance to the rules and procedures by which
agents may acquire resources and rights. In his illustration of the entitlement

theory, put forward in Anarchy, State and Utopia (1974), Robert Nozick

clarified the two principles of justice of his theoretical proposal: justice in

acquisition (the initial acquisition of property must comply with the rules of

the game), and justice in transfer (the transfer of property between different

subjects must occur on the basis of a valid entitlement). Nozick’s process-

orientated approach therefore rejects consequentialism, a pillar of the
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utilitarian construction, according to which only the consequences of a given

course of action must be taken into account. This is perhaps the sharpest way

to justify a ‘minimal State’.

Hayek, too, in The Constitution of Liberty (1960), supported the process-

orientated approach: in judging the results of social institutions such as the
market, attention should only be paid to the process by means of which those

results are obtained; and the process is just if it respects the rules on which

rational and self-interested individuals would agree. Thus, the process

justifies the result; in other words, the means justify the end, and not vice

versa, as in the end-state approach. Another important thesis put forward by

Hayek is that the very notion of social justice is meaningless. Justice is only a

virtue, according to him, and, as such, it pertains to individual behaviour

rather than collective choices. Hayek’s and Nozick’s approach has been
defined ‘libertarian’ by its followers, but improperly so. In fact this term is

traditionally referred to anarchist positions and not to extreme conservative

ones. Therefor we propose to use the term ‘ultra-liberalist’, rather than

‘libertarian’, when referring to Hayek, Nozick and their followers.

Sen tackled the problem of justice in a different way. In On Economic

Inequality (1973) and Commodities and Capabilities (1985) he centred his

analysis on the observation that basic values such as liberty cannot be

enjoyed below certain levels of welfare. Bundles of commodities are valued
non in themselves but for the functionings they enable: being well clothed and

in good health, being protected by violent attacks, taking part in community

life, being able to understand the world, etc. In this view the value of com-

modities does not only depends on individual preferences. It depends much

more on the social circumstances in which people are embedded. The set of

functionings among which an individual is able to choose represents his

capabilities. The wider is this set the freer the individual is. Freedom cannot

be valued in term of welfare, yet it has value. Consuming bundle x when an
individual has freely chosen it in a vast set of opportunities, is not the same

thing as consuming it when there are no alternatives. Sen suggested to define

justice in terms of capabilities. It is not enough to consider the amount of

goods and services available to an individual; it is also necessary to ascertain

whether these really enable him to satisfy his own needs and freely choose his

life project. Justice, in this approach, is equality of capabilities: not welfare or

income or wealth have to be equalized and maximized, but the people’s

capacity to choose.
More recently, in The Wealth of Reason, Sen clarified the connection

between his concept of justice and his concept of freedom. The latter is not the

concept of being free to choose to which Milton Friedman referred in

his influential Capitalism and Freedom, in other words, freedom as mere

self-determination. Rather it is freedom in the sense of self-realization,

a distinction that Sen explained as the difference between ‘freedom to act’

(absence of restrictions or interference from outside sources) and ‘freedom to
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realize’ (possibility of affirming one’s personal identity). The relativistic view

of freedom, by reducing it to mere private permissiveness and denying it

public significance, according to Sen, has led to serious confusion between

‘market omissions’ (what the market could but does not do) and market

malfunctions (what the market does do, albeit badly). It is here that that
kind of economic policy originates which, instead of encouraging ‘market-

including’ interventions (endeavouring to remove the causes of various

market failures), tends to realize ‘market-excluding’ interventions (which

substitute the market).

Based on these principles, Sen, in his Development as Freedom, put

forward the idea of growth as a process of expansion of the freedoms that are

actually enjoyed by people. Thus he contributed to overcoming the reduc-

tionist concepts of development, for example, ‘those that identify it with
growth of the gross domestic product or the increase in individual incomes,

with industrialization or with technological progress, or modernisation of

society’ (p.18). Economic theory cannot be limited to the study of the means

of economic development, it must also contemplate the problem of defining

the goals. The vast practical implications of this conceptual approach

have influenced both the way in which human development indicators are

constructed and the choice of intervention strategies in the fight against

poverty.

10.3. The Controversy on Marginalism in the Theory of
the Firm and Markets

10.3.1. Critiques of the neoclassical theory of the firm

The position reached by traditional neoclassical theory in regard to the

nature and objectives of the capitalist firm posed several theoretical and

interpretational problems. The so-called marginalist controversy emerged
from these problems in the 1940s and lasted until the end of the 1960s. The

controversy involved scholars of different theoretical orientations, who did

not accept the assumption of profit maximization as a valid instrument for

explaining the behaviour of the firm.

The traditional neoclassical view of the firm is based on three pillars. The

first is the theory of perfect competition, a nucleus around which the analysis

of other market forms has developed by difference. In such a context the firm

is ‘a neuron of invisible hand’ (Marris, ‘Managerialism’, 1989, p. 4); and
neurons, as is well known, never grow. The second pillar is the argument that

the long run is nothing more than the summation of many short periods,

so that the firm maximizes profit in the long run if and only if it manages to

maximize it period by period. The third is the conception of the firm as

a ‘technological black box’ which produces an output by combining inputs
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bought on the market with the specific resources of the firm. Thus,

the problem of the firm’s economic performance is treated as one of an

optimal combination of factors, while ignoring every organizational and

institutional problem. Yet the internal structure of a firm is not independent

of the structure of the market in which it operates.
With such premisses, traditional theory has developed a model of perfect

competition that completely excludes any serious consideration of the

dynamics and life of the firm. And in fact, this model, while having a great

deal to say about the price system, has little to say about the process of

competition among firms and their internal organization. The model, in fact,

deals not with competition but with decentralization—so much so that

rather than speaking of perfect competition, we should speak of perfect

decentralization. The only parameters that guide choices are exogenous
tastes and technology and those determined impersonally by the market,

such as prices. And as all the factors are outside the control of any single

agent or institution, no central authority is able to play an allocative role in a

more effective way. The ‘competition’ considered by the model is reduced to

adjustments in quantities occurring instantaneously and without costs.

Nothing evokes the notion of ‘to do better than’. Besides this, decisions are

taken in a context in which the knowledge of the production possibilities is

perfect and free, while no attention at all is paid to the key role of man-
agement. It is obvious that in such a theoretical framework there is no place

for the firm as an economic institution: the firm is nothing more than an

algorithm. In fact the firm’s behaviour is implicitly defined by the axioms

that describe the environment, precisely as it happens with the theory of

consumption.

Yet this is not the kind of firm we observe in reality, in which a great

variety of hierarchical and ownership structures can be detected. In fact,

as early as 1932 two American scholars, Adolf Berle and Gardiner Means,
published The Modern Corporation and Private Property, a book destined to

become the reference point for all the modern theories of the firm. It was here

that the concept of the separation of ownership and control was expressed

and rigorously demonstrated: it is not capitalist owners but professional

managers who control the large-scale firms; therefore power without owner-

ship can exist.

In the same period, two English scholars, Robert Hall and Charles Hitch,

published an essay entitled ‘Price Theory and Business Behaviour’ (1939).
Their research was carried out in Oxford, and investigated the decision-

making process followed by firms when faced with specific government

measures. On the basis of a sample of 58 firms, the ‘Oxford Economic

Group’ concluded that businessmen do not try to maximize profits in the

way suggested by marginalist theory. Rather, they behave according to a

rule, called ‘full-cost rule’, which in general leads to quite different results to

those contemplated by traditional theory.
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Although formulated from empirical research and without aiming at pro-

posing any alternative theoretical approach, Hall and Hitch’s conclusions

represented a serious criticism of marginalism, the first, in fact, to come

from empirical research; Sraffa’s 1925 and 1926 articles contained only a

theoretical attack. Then, in 1939, Paul M. Sweezy published ‘Demand under
Conditions of Oligopoly’, in which, by taking up the results obtained by

Richard J. Kahn in ‘The Problem of Duopoly’ (1937), he formulated the

famous ‘kinked-demand’ model in order to explain why prices in oligopolist

markets tend to remain rigid and not to move in the ways predicted by

traditional marginalist theory.

Various streams of research formed in the wake of this work in the 1940s

and 1950s, and, although characterized by different points of view and

intentions and having in common only the rejection of traditional neo-
classical theory, they all aimed at giving theoretical depth to the empirical

results of the Oxford Group. The most important results of the ‘marginalist

controversy’ are two groups of theories: the post-Keynesian theories and the

managerial-behavioural theories.

Then, from the late 1960s, the economic theory of the firm discovered

problems which modified its content. Two main lines of research have

emerged. The first has dealt with the nature of the firm as an organization,

in particular, the question as to why the firm exists. In fact, if market
transactions are the most efficient way of organizing economic activity, why

domost economic activities take place within firms?—a question that Ronald

H. Coase had already raised in 1937 in his pioneering article ‘The Nature of

the Firm’. The problem is to explain how an institution which is alternative to

the market arises and, in particular, why non-atomistic firms exist. The neo-

institutionalist theories which focus on these problems will be considered in

chapter 12. The second line of research pursued the study of the firms’ non-

price policies: innovation, investment, advertising, internal employment
contracts, and so on. This has led to the emergence of theories of industrial

organization and evolutionary theories of the firm. It is very recent material,

and we will give just a hint in the following section.

10.3.2. Post-Keynesian theories of the firm

Even the scholars who accepted the assumption of profit-maximization had

pointed out that the objective of long-run maximization does not imply, in

itself, equality between short-run marginal costs and marginal revenues.

Only if the decisions taken in each period are independent of each other

will short-run profit-maximization also lead to long-run maximization. The

discussion on long-run profit-maximization began in Oxford. Three issues of
Oxford Economic Papers (1954, 1955, and 1956) contained the principal

works on the subject: those by J. Hicks, P. Streeten, R. Harrod, F. H. Hahn,

and H. R. S. Edwards.
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The reasons for the abandonment of the marginalist principle of equality

between marginal cost and marginal revenue are as follows. First, the firms

do not precisely know their own demand curve; therefore, the marginalist

rule cannot be applied owing to lack of information. Second, the main

concern of a firm is price and not the quantity to produce; the firm sets its
price on the basis of a certain criterion, and sells at that price whatever

quantity the market can absorb. Finally, the application of the marginalist

rule implies strong price variability, in the sense that any variation, even

small, in the conditions of cost or demand causes a variation in price. But

this is clearly contradicted by empirical evidence, which shows that prices of

manufacturing goods tend to be rigid, despite the variations in demand and

costs. As Hall and Hitch have written, ‘the prices determined in this way tend

to remain stable. They will change only in response to significant changes in
the cost of labour or raw materials and not in response to temporary

moderate variations in demand’ (p. 224).

Of special importance is the case of oligopolistic markets, where the firms

have both common and conflicting interests. In common they have an

interest in the expansion of the sector in which they operate, since, once

respective market shares have been specified, the profit of each firm grows

with the width of the sector. On the other hand, it is precisely in the

determination of market shares that conflict occurs. Now, among the various
instruments of conflict, price competition is certainly the most dangerous.

A price reduction on the part of a firm in the attempt to increase its own

market share will lead to immediate retaliation, with negative effects on the

level of profits of the whole sector.

The specific way in which non-price competition occurs depends on the

characteristics and the history of the industry, the type of goods produced,

the laws in force, and the general state of the economic system. In other

words, the understanding of the specific forms of struggle among rival
firms in oligopolistic markets cannot avoid explicit consideration of the

institutional context. This means that it is impossible to understand the

behaviour of the oligopolist firm only on the basis of the criterion of profit

maximization—an argument that Nicholas Kaldor had put forward as early

as 1934 in ‘The Equilibrium of the Firm’.

Large firms possess discretional market power because of phenomena

such as vertical integration, product diversification, and oligopolistic

co-ordination of the market. On the other hand, realities such as concen-
tration, entry and exit barriers, and collusions are in contrast with the

competitive mechanism conceived by neoclassical theory, as they imply that

prices do not respond only to the differences in supply and demand. As there

is no specific price-reaction function, there can be no convergence to an

equilibrium price. From the neoclassical point of view, even in the cases of

monopoly and oligopoly, prices vary as a function of the differences between

supply and demand, so much so that the ‘degree of monopoly’ measured by
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Lerner’s index (determined as the difference between equilibrium price and

marginal cost, divided by the price) is defined in terms of demand elasticity.

For post-Keynesians, on the contrary, prices are determined by the cost of

production corresponding to a normal rate of utilization of productive

capacity, and a mark-up added to variable costs. The problem is: what does
the mark-up level depend on?

Different answers have been given by different authors. The theory of

entry barriers was invented by P. Sylos-Labini and J. Bain, who wrote,

respectively, Oligopolio e progresso technico (1957) and Barriers to New

Competition (1956). In this approach the level of mark-up is determined

by the necessity of preventing the entry of potential competitors into the

market. This is the limit-price theory, according to which the mark-up

depends on factors such as the degree of industrial concentration, scale
economies, product differentiation, and cost advantage of existing firms over

potential competitors.

Post-Keynesian literature has stressed other factors as determinants of

the mark-up. Attention, particularly during the 1970s, focused on the supply

and demand for the finance necessary for investments; A. S. Eichner, the

author of The Megacorp and Oligopoly (1976), has argued that, as it is

self-finance, rather than external finance, that determines the growth of a

firm in the long run, the mark-up will be calculated with the aim of expanding
the firm. The idea of using investment to determine prices has enabled

Eichner to lay down the bases for a new micro foundation of macroeconomic

dynamics.

The post-Keynesian approach has, in recent years, found support in the

work of the economic historian Alfred Chandler. In The Visible Hand:

The Managerial Revolution in the American Economy (1977), he pointed out

that the practice of mark-up pricing has been introduced by large firms as a

technique of financial control over the huge amounts of fixed capital they
have invested. By the end of the nineteenth century, large firms had already

resorted to vertical integration and product diversification, above all in

the areas producing primary goods. From the 1920s onwards, successive

developments in this direction resulted in the diffusion of ‘multi-plant’

and ‘multi-product’ activities. In this context, mark-up pricing became the

instrument with which large firms tried to decentralize their productive units

into divisions or subdivisions: the price of each product must be enough to

ensure a rate of return on the capital invested in the division producing that
good, a rate which must be in line with the average rate of return on the total

capital invested by the firm. In this way, according to Chandler, the U-form

model has been supplanted by the M-form. Finally, it is worth mentioning

the fact that the first historical evidence about the practices of price

formation according to the full-cost rule goes back to 1878, the year in which

a Manchester accountant, Thomas Battersby, published a paper on the

pricing procedures followed by English firms of that period.
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10.3.3. Managerial and behavioural theories

Another line of attack against traditional neoclassical theory has come from

the observation of the decline of the family firm and the emergence of the
limited company in modern capitalism. This has led to two important

consequences. First, the control of the firm must be entrusted to professional

managers. Second, since the optimal portfolio of each investor tends to be

diversified among the shares of various companies, the shareholder can

no longer be well informed about the events occurring in a single firm. This

means that the managers of the large firms have the power to lay down

company policy without any supervision by the shareholders. In an

important work, The Theory of the Growth of the Firm (1959), E. Penrose
pointed out that the firm, using internal and external resources, can grow up

to a certain stage without any substantial barriers to expansion. In other

words, it enjoys ‘dynamic’ economies of scale which can be realized through

the acquisition of other firms or through market diversification. There is,

however, a ‘growth curve’: beyond a certain stage, organizational costs rise

and the growth rate of the firm begins to decline.

Penrose’s work was an important turning point in the theory of the firm. It

replaced the traditional neoclassical viewpoint by a conception of the large
firm as a pool of resources organized by the managers. This conception of the

firm has initiated two distinct lines of research, the managerial and the

behaviourial. Even though based on the same presuppositions and sharing

the same ultimate goal of accounting for the ‘managerial revolution’, the two

approaches diverge, especially in the area of methodology.

The first line of research, associated with the work of Baumol, Marris,

and Williamson, maintains the principle of constrained maximization as a

guarantee of the rationality of choices. The novelty, with respect to the
traditional approach, is the specification of the target function. In the work

of William Baumol (Business Behaviour, Value and Growth, 1959), for

example, it is the growth rate of the firm which is maximized. But also, the

influence of stock markets was explicitly taken into consideration. Robin

Marris, in The Economic Theory of Managerial Capitalism (1964), also

insisted on this point. The stock exchange is a source of finance and allows

for continuous evaluation of the firm by means of the share values. On the

other hand, as was pointed out by O. Williamson in Managerial Discretion

and Business Behaviour (1964), managers do preserve a certain margin of

discretion, and use it to pursue company policies which maximize their own

utility. In this context, profit only acts as a constraint resulting from the need

to remunerate the shareholders so as to avoid a fall in share values. The

theory of takeovers developed by Marris accounts for one of the main ways

in which capital markets can influence managerial behaviour: they produce a

control effect. The threat of takeovers serves to discipline managers: the

failure to maximize profits reduces the value of the firm on the stock market;
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and this may induce investors and external entrepreneurs to buy it and

replace the management. The first formal study of the disciplinary role of

takeovers was undertaken by S. G. Grossman and O. Hart in ‘Takeover

Bids, the Free-Rider Problem and the Theory of the Corporation’ (1980),

while C. M. Jensen and W. H. Meckling, with ‘The Theory of the Firm:
Managerial Behaviour, Agency Costs and Ownership Structure’ (1976) were

the first to analyse the important role played by ownership structures in

determining the effectiveness of takeovers.

The second line of research, linked to the work of Herbert Simon, the

pioneer of the modern theory of organizations, is characterized by the

adoption of a different rationality criteria. The modern firm, Simon observed

in Administrative Behaviour (1957), operates in a context of uncertainty and

in a complex world where information and its speed of diffusion constantly
increase. Its organization is the means of coping with these difficulties. More

precisely, at the basis of Simon’s work is the argument that the modern firm

is not a well-defined ‘individual entity’ but rather an ‘organization’, a set of

individuals and power centres. The decisions, in this context, result from

interactions and compromises between the various centres. Therefore, only

an adequate study of the interactions among the internal components of the

firm would allow a definition of the firm’s objectives.

Such a study includes various aspects. First, the firm, as a system, is made
up of individuals, but these act as ‘role personifications’ interacting among

each other, or, rather, as elements of an information network. Second, the

reality of modern business cannot be explained by assuming that the only

reason for economic action is egoistical. Simon observed that self-interest is

often held in check by identification mechanisms that operate cognitively and

motivationally. The spirit of identification is responsible for loyalty to the

organisation and acceptance of its objectives, and plays a decisive role in the

success of a business. Third, if the firm is an ‘organism’ made up of various
power centres, each with its own specific objective, co-ordination and control

are needed to reach univocal decisions. The control theory of complex sys-

tems states that these are based on the principle of ‘homeostasis’, which is the

ability of an organism to maintain its own structure through time, whatever

the environmental variations and stimuli may be. As a ‘homeostatic

organism’, the firm assumes forms that enable it to generate self-regulation

processes capable of reacting to external changes so as to re-establish its

internal equilibrium.
The idea is that the basic objective of a firm is ‘survival’. On the other

hand, firms aim at a ‘satisfactory’, rather than optimal, solutions; they seek

solutions good enough for all the internal groups; and, as survival is linked to

profit, they aim at attaining a satisfactory level of profit. This is a typical

example of what Simon has called satisficing behaviour, a concept justified by

the observation that firms, in the same way as any agent, act on the basis of

bounded rationality. Only in a stationary state will the differences in results
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between maximizing and satisficing behaviour tend to disappear, since, in

such a situation, the profits which satisfy the firm will correspond, in the long

run, to its opportunities to make the maximum profit. However, this is not

the case in situations that change continually, and in which knowledge is

incomplete. Furthermore, the behaviour of the firm on the market is no
longer guided, according to Simon, by so-called substantive rationality, but

by a procedural rationality, which consists in attributing rationality to the

procedures of behaviour as guidelines for determining economic choices. The

now popular notion of procedural rationality was presented by Simon in

‘From Substantive to Procedural Rationality’ (1976).

Simon’s ideas gave rise to the behaviourial approach to the theory of the

firm, of which we will mention only the book by R. Cyert and J. March:

A Behavioural Theory of the Firm (1963). The central aim of the work of these
authors was the study of the decision-making process of large firms with

multiple production, operating in conditions of uncertainty and in an

imperfect market. In particular, interest in organizational problems created

by large scale companies has led Cyert and March to a conception of the

firm, not as a single decision-making unit with a unique objective, but as a

multi-decisional organization with many objectives. This is because a firm is

a coalition of stakeholders who are dependent on its activity in different

ways and pursue different objectives. Thus, for example, the managers’ aim
is to increase their power and prestige, the shareholders’ is to achieve the

highest possible dividends, the workers’ to earn higher salaries and have

better working conditions. For this reason, the complex structure of a firm

cannot be likened to a perfectly programmable and controllable machine, as

the marginalist theory would have us believe.

10.3.4. The neoclassical reaction and the new theories of the firm

Four lines of defence have been raised in support of marginalism during this

controversy, the most strenuous of which was that of the Chicago School.

Milton Friedman has argued that the traditional theory of the firm has
produced good and reasonable predictions, and that therefore it should be

judged in a positive way. Such an argument derives from Friedman’s

methodological view that the realism of assumptions is fairly irrelevant. By

Friedman’s conventionalism, the only thing that really counts in evaluating a

theory is the predictions that it enables one to make. Basically, the entre-

preneur behaves, according to Friedman, as an expert billiards player who

manages to pot the ball by putting the right angle and speed on the cue ball

but knows nothing of the laws of physics or the rules of geometry. Of course,
this line of defence is very weak. Who guarantees that the laws the entre-

preneur unconsciously follows are precisely those invented by the marginalist

economists?
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Marginalism’s second line of defence has been to seek support in empirical

research on the so-called ‘auxiliary hypotheses’, those on the form of demand

and cost curves and on the time horizon of decisions (short or long run?).

J. Earley, for instance, on the ground of a sample of 110 American com-

panies, has found that modern methods of accountancy are able to supply
information about marginal costs and revenues, and that this information

is in fact used by the companies. This empirical investigation has reached

conclusions completely opposite to those reached in the studies following in

the wake of Hall and Hitch.

Other authors, such as A. Alchian, who wrote ‘Uncertainty, Evolution

and Economic Theory’ (1950), have resorted to the Darwinian principle of

survival of the fittest, to conclude that the strongest firms, which survive in

competition and remain on the market, are those which aim at profit
maximization. The economic environment selects the firms that maximize

profit and eliminate all the others. Thus, the economist is justified, according

to Alchian, in postulating that the best hypothesis about the firm’s behaviour

is that of profit maximization.

Finally, a fourth line of defence claims that the hypotheses of the tradi-

tional theory of the firm are, by and large, realistic. In ‘Marginal Analysis

and Empirical Research’ (1946), F. Machlup pointed out that the empirical

evidence against marginalism has too many shortcomings to be decisive. The
declarations of businessmen that price is fixed at the level of average cost plus

a mark-up does not represent any proof against the marginalist rule. This is

so for the simple reason that the subjects interviewed, not knowing the

language of economic theory, express themselves in an inadequate way.

Moreover, there are psychological reasons why entrepreneurs should declare

that the maximization of profit is not among their objectives; they wish to

appear ‘honest’, and to show that their activities serve a social objective. The

basic hypotheses of marginal theory, according to Machlup, are in the main
plausible. It is true that the marginal cost and revenues are not known in an

objective way by the firms; but this does not create a serious problem, given

that a subjective evaluation of these curves is just as good.

In a successive work, ‘Theories of the Firm: Marginalist, Behavioural,

Managerial’ (1967), Machlup made an attempt at reconciling marginalist,

managerial, and behaviourial approaches. He believed that there is no

radical conflict between the principle of full cost and marginalism, as that

principle could be incorporated, as a special case, into marginalist theory. As
long as the firm enjoys wide profit margins, there is room for the interests

and wishes of the various groups which work in it, just as is theorized by the

managerial and behavioural approaches. But when the wind of competition

blows, and internal conflict reaches levels that erode the profit margins, to

the point of threatening the survival of the firm itself, its behaviour must

follow the familiar marginalist rules of maximization. The closing of the

controversy in this way did not, however, prevent the vigorous resumption of
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interest, in the early 1970s, in the theory of full cost, nor did it prevent more

recent criticisms of traditional theory from pursuing new and original paths.

One of these is the evolutionary approach to the theory of the firm, ini-

tiated by the important work of R. Nelson and S. G. Winter,An Evolutionary

Theory of Economic Change (1982), in which the behaviour of firms is
explained in terms of adaptive mechanisms. These are well known in biology.

In general, living organisms do not follow optimal paths. Optimal results

can, perhaps, be reached, under special conditions, as asymptotic properties,

but not as a direct consequence of the agents’ behaviour. The ‘memory’ of the

firm is the basis of its behaviour. When the results are no longer satisfactory,

the firm looks for new routines, either formulating them autonomously

within the organization or imitating external ones. The evolutionary

approach has recently become intertwined with the neo-Schumpeterian work
on the firm and markets, for which it is worth mentioning N. Rosenberg,

Inside the Black Box: Technology and Economics (1982).

Another interesting branch of research is the theory of industrial organ-

ization. At the basis of this is the idea that the study of the firm and markets

should be carried out in terms of optimal solutions in respect, not so much to

the productive constraints, but rather to the contractual constraints between

the interested parties. This approach considers the firm as a nexus of con-

tracts in which a basic role is played by the transmission of information
among the members of the organization. In fact, if productive specialization

ensures an increase in the productivity of the employees, it will also give rise

to a problem of co-ordinating the actions of the various members of the firm,

many of whom possess different information sets. Moreover, interest groups

are not limited to those represented by managers and the shareholders;

workers, cadres, and other groups exist which have particular interests and

which, because of the existence of asymmetric information, can pursue goals

that are detrimental to the firm as a whole. Therefore, as J. Tirole has
pointed out in The Theory of Industrial Organization (1988), it is necessary to

investigate how it is possible to exploit information dispersed within the firm

system by finding an equilibrium among the multiple centres of interest that

operate inside the firm. This shows why one of the main analytical instru-

ments used in the varied literature on industrial organization is the principal-

agent model, introduced by S. Ross (‘Economic Theory of Agency: The

Principal’s Problem’, American Economic Review, 1973) and by J. Mirrlees

(‘Notes on Welfare Economics, Information and Uncertainty’, in Contri-

butions to Economic Analysis, edited byM. S. Balch et al., 1974; and ‘Optimal

Structure of Incentives and Authority within an Organization’, Bell Journal

of Economics, 1976).

Finally, another research line is that of the ‘new industrial economics’,

whose characteristic is—as has been declared by R. Schmalensee in The New

Industrial Organization and the Economic Analysis of Modern Markets

(1982)—the abandonment of the idea that the firm is an organization which
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adapts, more or less passively, to given conditions. This approach aims at

going beyond the famous scheme of traditional industrial economics, based

on the triad structure–behaviour–performance. Productive structures,

market forms, and types of company organization are not simply the result

of an efficient adjustment to an external order; and this is so because the
firms are able to modify the environmental conditions by their behaviour. In

other words, while traditional industrial economics sees the firm as a rational

adapter under the selective processes of the market, the new industrial

economics sees the firm as actively seeking domination strategies (such as the

strategic creation of entry and exit barriers) aimed at increasing its market

power.
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Sélection et pouvoir dans la nouvelle économie industrielle (Paris, 1985); M. Kamien,

and N. Schwartz, Market Structure and Innovation (Cambridge, 1982); P. Mongin,
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11

At the Margins of Orthodoxy

11.1. Games, Evolution and Growth

11.1.1. Game theory

Game theory was formulated as a logical instrument for investigating

situations in which the results of the choices of some agents are at least

partially determined by the choices of other agents with conflicting interests.

This theory has been relevant, above all, in tackling the problems posed
by situations of conflict and co-operation between rational and intelligent

decision-makers. ‘Rational’ means that each agent makes his own choices

with the aim of maximizing his subjective expected utility, whenever the

decisions of the other agents are specified. ‘Intelligent’ means that each agent

is in a position to know everything about the structure of the situations in

which he finds himself, just like the theorist who studies them. In particular,

each decision-maker knows that the other decision-makers are intelligent

and rational.
The definitive link between game theory and economic theory was only

established in 1944, with the publication of The Theory of Games and

Economic Behaviour by von Neumann and Morgenstern. A series of new

notions and research directions originated from the union of the two

approaches which are still alive today: the notion of co-operative games, in

which players are able to make agreements and threats which are rationally

fulfilled; the analysis of coalitions, which has resumed the pioneering studies

of Edgeworth and has led to modern core analysis; the axiomatic definition
of expected utility and the demonstration of its importance as a criterion of

choice in uncertainty conditions; and the application of the formalism of

game theory to a wide series of economic problems. Some circumstances,

however, such as the novelty of the concepts and of their mathematical

demonstrations, initially limited the diffusion of game theory, especially in

the field of the social sciences, to which it was mainly directed. It was not

until the end of the 1950s, with the publication ofGames and Decisions (1957)

by R. Luce and H. Raiffa and The Strategy of Conflict (1960) by T. Schelling,
that game theory became widely known. It was only at that time that the first

interesting economic applications appeared.

Today the theory can deal with many classes of ‘games’, even if the

attention of the scholars has focused on certain interesting cases. The two-

person zero-sum games were among the first to receive an exhaustive general



treatment. Beyond their own importance, which certainly cannot be over-

looked, zero-sum games have been of vital importance for game theory in

that the conceptual apparatus developed to analyse them has turned out to

be applicable to more general cases.

Particularly important was the notion of ‘safety level’, the minimum pay-
off level which a player is able to guarantee himself independently of the

strategies of the other. A game has a rational outcome from the individual

point of view if the pay-off received by each player is not lower than his safety

level; if an individual is rational, he will always act in such a way as to ensure

that at least that level of pay-off can be obtained with certainty. The safety

level can be calculated both for the pure strategies (which are sequences of

well-determined actions) and for mixed strategies (in which, in one or more

stages of the game, the choice of action is made by means of a stochastic
experiment, such as tossing a coin).

As early as the beginning of the century, E. Zermelo, in ‘Über eine

Anwendung der Mengenlehre auf die Theorie des Schachspiels’ (1913), had

already succeeded in proving that the game of chess is strictly determined.

Obviously, this does not mean that the ‘optimal’ strategy for this game is easy

to find, as every chess player knows well. In any case, Zermelo’s theorem had

an extraordinary importance, in that it was the prototype for the increasingly

more general theorems to emerge in the following years. In practice, in order
to ‘export’ the theorem from the field of zero-sum games, the concept of

rational outcome from the individual point of view has been replaced by that

of strategic equilibrium. A strategy brings equilibrium if it maximizes the level

of pay-off obtained by a player, given the strategies chosen by all the others.

This basic concept was introduced by John Nash in ‘Non-cooperative

Games’ (1951), and it is still known as the ‘Nash equilibrium’. It is based on

the idea that, in equilibrium, the strategies must consist of replies which are

‘mutually best’, in the sense that no player is able to do better than he does,
given the actions of the other players. Nash’s work permitted H. W. Kuhn to

prove that every n-person perfect-information game (in which all players

know the whole structure of the game, from the pay-offs to the possible

moves of the others) has an equilibrium in terms of pure strategy. Despite its

interest, this theorem is not particularly potent, because there is nothing to

exclude the case where a game has a high number of equilibria, so that it is

not clear which outcome would prevail if all the players were rational. This is

what actually happens in the great majority of games. Thus a recent branch
of research has tried to refine the set of strategic equilibria with the use of the

most varied auxiliary criteria. The results of such research are still contro-

versial, as there is, in fact, no ‘objectively valid’ criterion on which to base

such a refinement process.

The most important refinements have been made by John Harsanyi in

‘Games of Incomplete Information Played by Bayesian Players’ (1967–8)

and in ‘The Tracing Procedure’ (1975). Harsanyi introduced a more general
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class of games, defined as ‘Bayesian games’, in which the players may not

know with certainty the structure of the game. R. Selten, on the other hand,

introduced the notion of ‘perfect equilibrium’ in ‘Re-examination of the

Perfectness Concept for Equilibrium in Extensive Games’ (1975). He started

from the observation that quite a number of Nash equilibria are imperfect in
the sense that they are based on threats of action depending on circum-

stances which never occur in the equilibrium situation, and which the players

would never take into consideration if they could choose. The notion of

‘perfect equilibrium’ eliminates this kind of imperfection. An important

recent synthesis of these two lines of research has been made by D. Kreps

and R. Wilson with the notion of ‘sequential equilibrium’.

In the case of two-person zero-sum games, things are much clearer: von

Neumann’s famous minimax theorem states, in fact, that, if the number of
feasible pure strategies is finite, such games are determinate, or, rather, that

they admit a single rational result in terms of mixed strategies. The theorem

has had an enormous impact on the development of the subject (the

demonstration itself of the existence of a competitive equilibrium has been

obtained from a generalization of one of the demonstrations of the minimax

theorem), and for a long period zero-sum games were considered as the field

for the application of the theory.

The modern theory, although it has pushed the original ideas of von
Neumann and Morgenstern far forward, has encountered formidable prob-

lems. For example, even in the field of co-operative games there is usually a

multiplicity of possible equilibria. The number and the nature of the equilibria

associated with a certain game will thus be determined by the particular

interpretation of the game, the set of strategies available to the players, and

the ‘rationality criteria’ to which they adhere. There is no universally valid

criterion of choice. Each proposed criterion selects ‘reasonable’ equilibria for

certain games; but for other games it excludes some equally ‘reasonable’
equilibria in order to choose some other less ‘plausible’ ones.

Another difficulty emerged in the 1950s and 1960s which concerned

complete and perfect information games. In complete-information games,

the players understand the nature of the game; in perfect-information ones,

on the other hand, the players know both the nature of the game and all the

preceding moves of the other players. This limited the field of the phenomena

which the theory was able to tackle, and therefore restricted its possible

applications in economics. The theoretical developments in the 1970s and
1980s, especially the work of Harsanyi and Selten, have partially remedied

this deficiency.

A recent approach has considered repeated games, also called supergames.

Strategic behaviour can change if, instead of playing ‘once and for all’,

the individuals know that the game may be repeated a certain, perhaps

indefinite, number of times. A typical example is the well-known ‘prisoner’s

dilemma’, a non-zero-sum game which gives rise to a non-cooperative
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solution if it is played only once, but which can generate co-operative

behaviour if it is repeated a certain number of times. R. Luce and H. Raiffa

were among the first to highlight the dilemma. This consists in the fact that

an egoistic choice is rational but does not lead to the best possible solution,

while the co-operative choice is irrational for the person who makes it unless
the reply of the other player is also co-operative. What is best for the indi-

vidual is not necessarily best for the individuals taken together. The interest

in repeated games is due to a theorem, known as the ‘Folk Theorem’, which

establishes a basic analogy between repeated games and non-repeated

co-operative games by pointing out that the emergence of factors such

as ‘reputation’ or ‘credibility’, which are typical of repeated games, can

naturally lead the players to explore the possibilities of co-operative

solutions. This is because these factors can give efficacy to the agreements
and threats that make co-operation possible. An experimental verification of

the theorem was given by R. Axelrod (The Evolution of Cooperation, 1984),

who demonstrated how co-operative results tend to prevail in a game

repeated an indefinite number of times.

In view of the close link between ‘oligopolistic indetermination’ and game

theory, it is not surprising that the conceptual apparatus of the latter has

found a wide application in industrial economics. In his 1947 article, ‘Price

Theory and Oligopoly’, K. W. Rothschild complained that, when dealing
with oligopoly, economists let themselves be too influenced by analogies

from mechanics and biology. Rothschild believed that in the study of

oligopolist situations it is preferable to refer to those fields of research that

study moves and counter-moves, the fight for power, and strategic behavi-

our. In fact, the use of game theory has led, in recent times, to the revaluation

of concepts such as entry barriers and the relationship between the structure

of the market and technical change. As M. Shubik has indicated in Strategy

and Market Structure (1959), the most important result in this context
has been the following: the causal link proceeding from the structure of the

market to the behaviour and the performance has been replaced by the idea

that the structure of the market, intended as the number and size of firms

operating in it, is endogenously determined by the strategic interactions of

the firms.

Another fruitful area of application of game theory has been that of

bargaining (theories of contracts, auctions, and collective bargaining), in

which two or more individuals must come to an agreement for the share of
a given stake, with the constraint that, in the case of a failure to reach

agreement, nobody receives anything. This problem has allowed economists

to give a precise definition to a key economic notion: that of ‘contractual

power’. The more one party is ‘anxious’ to conclude an agreement, the more

he will be disposed to give way. Ken Binmore’s ‘Modeling Rational Players’

(1987) is an important work in this context. In it, the traditional notion of

‘substantive rationality’ has been replaced by that of ‘algorithmic rationality’,
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which resumes and generalizes Herbert Simon’s famous notion of ‘procedural

rationality’.

Finally, a very recent field of application of game theory is that of the

theory of economic policy (monetary and fiscal policy and international

economic co-operation), where Selten’s ‘perfection criterion’ and the notion
of ‘sequential equilibrium’ have been widely used in relation to the concepts

of ‘credibility’ and ‘reputation’ of players such as governments and unions.

Among the most important works on this subject are R. J. Aumann and

M. Kurz, ‘Power and Taxes’ (1977) and P. Dubey andM. Shubik, ‘A Theory

of Money and Financial Institutions’ (1978).

The greater fertility of the economic applications of game theory by

comparison with that of other mathematical instruments also depends,

perhaps, on the fact that this theory was not borrowed from another
discipline, but was developed within economic research, which has favoured

the formulation of concepts and formal procedures well suited to the

representation of social and economic interactions.

However, it is important not to forget that there are still severe

limitations in the modelling within game theory. For example, the choices

of the most appropriate notions of ‘individual rationality’ and ‘game

equilibrium’ are multifarious and partially arbitrary. And even where a well-

defined notion of equilibrium has been accepted, the problem often still
remains—especially in supergames—of the multiplicity of outcomes. In any

case, it remains true that game theory, because of its rigorous logical

structure, enables economists to classify different types of rationality and

equilibrium, and is becoming a viable alternative research approach to the

neo-Walrasian one.

11.1.2. Evolutionary games and institutions

The theory of evolutionary games was developed within the area of bio-

logical studies, where it provided a simple and elegant formalization of

Darwin’s theory of natural selection. It is based on the idea that evolution in

a biological context depends on the differential reproduction of the ‘most

suitable’ individuals or elements; this concept will be clarified later. John

Maynard Smith summed up the first stage of research in his book, Evolution

and the Theory of Games. In condensing the results of over ten years of

research, the great English biologist made known outside the circle of
specialists the intriguing connection between the concept of game, suitably

reinterpreted for the ‘animal conflict’ context, and the more basic notions of

strategic rationality developed in economic research and decision theory,

primarily the notion of Nash equilibrium. After an initial period of cautious

interest, from the early 1990s economists began to pay increasing attention

to this new area of the discipline, to which they devoted more and more of

their research efforts. Their interest can be traced back to the impasse that
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characterized literature on the so-called refinements of Nash equilibria in the

early part of that decade, as recalled in the previous paragraph.

For the notion of Nash equilibrium to be considered a really useful

instrument, in the presence of a plurality of equilibria it was necessary to

come up with a convincing and practical criterion for deciding which of them
to select in relation to the structure and characteristics of the game. Several

refinement criteria had been proposed during the 1980s, with much use of

inventiveness and technical skills, but all appeared to have substantial limits.

In particular, each refinement criterion appeared to have been tailor-made

for a certain type of game and was quite inadequate in contexts other than

those for which it had been conceived. The monumental work of John

Harsanyi and Reinhard Selten, A General Theory of Equilibrium Selection in

Games, published in 1988 after a long period of gestation, purported to have
the last word on the argument by putting forward a general theory that was

valid for every possible type of game. But, despite the enormous effort

and the important results achieved, the ‘general theory’ was so complex

and intricate that it was soon clear that the research programme had sub-

stantially failed.

The advent of the evolutionary theory of games was thus hailed with much

satisfaction and a certain amount of relief: thanks to this theory it was at last

possible to construct a ‘social dynamics’ through which players ended by
converging on the choice of a unique Nash equilibrium, based on well-

defined conditions. This kind of choice, which seemed impossible in the

aprioristic type of approach inherent in the theory of refinements, could be

realized ex post, as the result of a process of interaction between a large

number of agents. However, when it came to the point, the evolutionary

approach too left problems to be solved. For instance, in the case of games

with a sufficiently high number of strategies, evolutionary dynamics could

easily give rise to complex behaviours that did not contemplate convergence
towards a final Nash equilibrium.

This disappointment was soon overcome by another possible interpreta-

tion of evolutionary games, one that saw it in terms of bounded rationality.

As Ken Binmore observed, the problem of the ‘eductionist’ approach to

game theory laid precisely in the difficulty of building a priori a theory of

strategic rationality that was valid in every circumstance, while through

the alternative ‘evolutionary’ approach it was possible to demonstrate how

and in what conditions certain a priori rational behaviours became socially
diffused. They could be spread through social learning mechanisms even

in the presence of players with modest calculus abilities and inflexible

and substantially adaptive behavioural patterns, based on a Simon-type

satisficing type of logic. Even with very simple models, the theory showed

that rational behaviour, in the broadest sense, might not ensure maximum

pay-offs for players. There was consequently a direct and unequivocal

challenge to the Darwinian theory on which various utilitarian economists
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had tried to base the hypothesis of Homo oeconomicus rationality. Contrary

to a longstanding belief, a superior rationality did not necessarily imply

greater possibilities of profit or survival in the presence of competitive

interaction. These results opened up new and important prospects particu-

larly for those economists who were most dissatisfied with the ultimate
implications of the traditional neoclassical approach.

The theory of evolutionary games puts forward an interesting static notion

of equilibrium and an even more interesting specification of the dynamic

selection process. The new notion of equilibrium is expressed in terms of an

evolutionary stable state, a condition that calls for a robust strategy profile

not only in respect of single individual deviations (as in the case of Nash

equilibrium) but also in respect of deviations chosen simultaneously by an

albeit small fraction of players. This significant innovation has, however, one
important fault: in a given game there is no guarantee that a Nash equilib-

rium exists which satisfies that condition.

The most widely studied dynamic process in the evolutionary game theory

is the so-called replicator dynamics, according to which the weight of a

strategy in a population of players increases more the higher is the reward of

that strategy compared with the mean gain. In other words, strategies that

do better than the mean are rewarded at the expense of those that do worse,

the more so the better they do. When replicator dynamics converge, they do
so towards Nash equilibria, and possess a certain number of interesting

properties, such as the tendency to eliminate any strategy that is strictly

dominated in the game.

In more recent years, economists have begun to use notions of evolu-

tionary stable state and replicator dynamics to build models that can be

applied to a wide variety of contexts, with particular emphasis on phe-

nomena which were barely considered in the past, such as the formation of

social conventions, the impact and evolution of social norms and cultural
evolution. Another fertile field of application concerns the classic problems

of institutional change and the evolution of individual preferences. These

problems can now be tackled in a new way. Today the theory of evolutionary

games is becoming an alternative paradigm to the neoclassical approach,

thanks also to its ability to explain endogenously crucial phenomena like the

predominance of a certain level of rationality among economic agents

and the survival conditions of non self-interested individual motives. Models

of evolutionary games are particularly suitable for the study of cultural
evolution. In The Evolution of Social Contract, Brian Skyrms showed how

the rules of justice and co-operative types of rules evolve in time and in

specific environmental contexts, even between self-interested subjects.

Another fertile field of application deals with explaining the emergence of

social rules such as those of reciprocity, sympathy and altruism. Here the

reference is The Complexity of Cooperation, by R. Axelrod, in which, for the

first time, a particular genetic algorithm has been applied to the theory of
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evolutionary games. Genetic algorithms were initially developed in studies

on artificial intelligence and reproduce the mechanisms that drive biological

evolution to search for more efficient methods of ensuring adaptation to a

plurality of environmental contexts. Referring to a ‘prisoner’s dilemma’ type

of situation, Axelrod demonstrated that the tit-for-tat strategy which he
himself ‘invented’ and expounded in his contribution of 1984, is very robust,

and that cooperative and reciprocating strategies tend to prevail in a wide

variety of situations.

To conclude, in the theoretical scenario opened up by the theory of

evolutionary games, there is growing convergence among research under-

taken by biologists, economists and sociologists. The foundations are being

laid down for a science of social behaviour which goes far beyond the old

disciplinary boundaries of positivist ascendancy.

11.1.3. The theory of endogenous growth

To understand the reasons behind the great success of the endogenous

growth theory in macroeconomics over the last decade, it is necessary to

begin from the so-called ‘Solow residue’. This expression indicates all those

determinants of the growth processes that cannot be reduced to labour and

capital contributions. With hindsight it can be said that one of the chief
merits of Solow’s 1956 model (see section 9.2.4) was the idea that economic

growth cannot be completely explained by increases in the stock of pro-

ductive factors. Nonetheless, his theory left various questions unanswered:

given that technical progress lies at the base of labour and capital produc-

tivity increases, how can this phenomenon be modelled? How can an

endogenous explanation be given for the long-run growth rate?

Despite the objective importance of these questions and the innovative

contributions made by economists such as Kenneth Arrow and Nicolas
Kaldor, in the 1960s the neoclassical students’ concern with growth problems

waned, preference being given to business cycle theory. However, this period

of oblivion was not to last for long. As N. Foss showed, beginning in the

early 1980s, economists gradually shifted their interest in the business cycle

to include the study of real growth factors, to the detriment of monetary

factors. The work of F. Kydland and E. Prescott is an example of this shift;

the trend hailed the arrival of a change of climate which soon proved to be

extremely favourable to the advent of the ‘new growth theory’.
The theory of endogenous growth officially came to light in 1986, the year

of publication of P. Romer’s fundamental article Increasing Returns and

Long-Run Growth. It describes a model of competitive equilibrium in which

the growth process is guided by Marshall type increasing returns. The

aggregate production function has the following characteristics: output

depends on the capital stock, on labour and on the costs of R&D activities;

in addition, the spillover from private research brings improvements in the
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stock of public knowledge. Knowledge is intended as an input with an

increasing marginal productivity. The model therefore combines two basic

hypotheses: competitive equilibrium and endogenous technological change.

Romer pointed out that there are different forms of knowledge: at the one

extreme we have basic scientific knowledge, at the other, knowledge intended
as a set of specific instructions relating to a determined operation. Romer

observed that ‘there is no reason to expect the accumulation determinants of

these different types of knowledge to be the same [ . . . ] There is, therefore, no
reason to expect a unified theory of knowledge growth’ (p. 1009).

One fundamental aspect shared by the numerous endogenous growth

models is their characterization of knowledge as a public good: knowledge

has in fact, at least to a certain extent, precisely the characteristics of non-

excludability and non-rivalry of these goods. The idea is that the non-
excludability from the use of new knowledge created by an individual firm

generates positive effects on the production possibilities of other firms.

The hypotheses of increasing returns and non-excludability of knowledge

were already present in the work on learning by doing published by Arrow

over two decades earlier. Arrow had put forward the idea that increasing

returns appear to be a direct effect of the discovery of new knowledge. This

was the basic idea developed later by Romer.

One of the most important implications of Romer’s model is the following:
the per capita outputs of different countries do not necessarily converge: less

developed countries may well grow at a lower rate than more advanced

countries or indeed may not grow at all. Later, in a model elaborated in 1990,

Romer considered an economy divided into three sectors (research, inter-

mediate goods and final goods), and characterized by monopolistically

competitive markets. He furthermore assumed that while the stock of tech-

nological knowledge was non rival, human capital was. The model predicts

that economies endowed with a higher stock of human capital grow at a
faster rate than the others. There will be an acceleration in growth also as a

consequence of opening up to international trade.

In 1988 Robert Lucas presented a model similar to Romer’s 1986 version,

but assumed that two different sectors and two different types of investment

(in physical capital and human capital) are to be taken into account. The

only exogenous magnitude hypothesized was the population growth rate.

While physical capital would accumulate through the usual neoclassical

mechanism, the growth of human capital would be regulated by the fol-
lowing ‘law’: independently of the stock already achieved, a steady level of

effort corresponds to a steady rate of growth of the stock. Lucas held that

one of the chief merits of the ‘new growth theory’ lies in its capacity to

elaborate formal models to explain both the growth of advanced countries

and developing countries. On the contrary, in the 1960s, the idea that it is

necessary to resort to distinct theories prevailed. There are, furthermore,

significant political implications, since public authorities appear to have
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greater ‘room for manoeuvre’ in situations of endogenous growth. Solow’s

model, where the long-run growth rate depends exclusively on exogenous

technological change, ended by not assigning any role to institutional sub-

jects outside the market; conversely, endogenous growth models admit, for

example, that changes in tax regime can influence the growth rate.
Another important contribution to the theory of endogenous growth was

made by P. Aghion and P. Howitt, who attempted to demonstrate that firms

may accumulate knowledge through numerous channels from formal edu-

cation to product innovations. Great importance is attached to industrial

innovations which improve product quality. The Schumpeterian view

underlying Aghion and Howitt’s endogenous growth model can be sum-

marized as follows: growth is the effect of technological progress which, in

turn, depends on competition between firms that undertake research and
create innovations. Every innovation gives rise to the production of a new

type of intermediate good, as a result of which a final product can be pro-

duced in conditions of greater efficiency. From the individual firm’s point of

view, the incentive to invest in research comes from the prospect of building

up monopoly rents through the legal protection granted by innovations. On

the other hand, in a dynamic context, those very rents are made fruitless by

subsequent innovations, which render the old products obsolete almost as

soon as they are produced. This analytical scheme also contemplates the
existence of a strong relationship between the innovative firm’smarket power

and the degree of excludability of knowledge. This excludability in turn

depends critically on the presence of legal institutions responsible for pro-

tecting ownership rights as well as on the very nature of knowledge.

11.2. The Theory of Production as a Circular Process

11.2.1. Activity analysis and the non-substitution theorem

In Chapter 8 we spoke of a tradition in input–output analysis that originated

at the beginning of the twentieth century in Russia with Dmitriev, and then

emigrated to Germany, with von Charasoff and von Bortkiewicz. There, in

the second half of the 1920s, this tradition inspired the work of Leontief and

Remak. In the same chapter we also spoke of Menger’s Viennese Kolloquium,

and of the work of Schlesinger and Wald on the problem of the existence of
solutions in the general-equilibrium model, and we also mentioned von

Neumann’s movements between Berlin and Vienna.

This line of thought was transplanted to America in the 1930s and there,

after the Second World War, bore diverse and notable fruits. We have

already mentioned von Neumann’s contribution to the birth of game theory

and of the balanced-growth models. We have also presented Leontief ’s

research in input–output analysis. Finally, in Chapter 10 we spoke of the
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influence exerted by these lines of thought on the development of the neo-

Walrasian approach. Now we should like to examine another two important

theoretical developments which also began after the Second World War, and

which can be interpreted as developments and extensions of Leontief ’s and

von Neumann’s models: activity analysis and the non-substitution theorem.
The classic work for both these theoretical developments is undoubtedly

Activity Analysis of Production and Allocation (1951), a book edited by

Tjalling Charles Koopmans.

Activity analysis is a generalization of von Neumann’s model in terms

of linear programming—a generalization consisting of the introduction of

diverse scarce resources and the use of the model to solve the problem of

their efficient allocation. The first ideas on linear programming, as already

mentioned, go back to Kantorovic’s 1939 study. But the theory only took off
in 1947, after the discovery of the simplex method, an efficient way of solving

a linear-programming problem. The author was George Bernard Dantzig,

who had discovered linear programming independently of Kantorovic. His

first important work on the argument was Programming in a Linear Structure

(1948). A second was published in the above-mentioned 1951 book edited by

Koopmans.

The practical applications of linear programming have been especially

important at the level of the firm. Here, however, we are interested in the
theoretical applications, and the most important of these is activity analysis.

An activity is a technically feasible combination of inputs, that is, a tech-

nique. It is assumed that there are more activities than resources. The

so-called ‘primal’ problem consists in choosing a vector of activity levels

which maximizes the level of final output, given the prices of final goods, in

such a way that no more than the resources available are used. The ‘dual’

problem, on the other hand, consists of the determination of prices which

minimize the costs of the utilized resources in such a way that the production
cost of each good produced is not lower than its price. The latter condition

ensures that there are no profits.

The solution of the programming problems ensures several results: the

determination of equilibrium levels of prices and production; the maxim-

ization of national output; the minimization of production costs; the choice

of efficient techniques. In other words, we have not just an equilibrium but

an optimal solution.

The work edited by Koopmans also included four articles on the so-called
‘non-substitution theorem’. The authors were Georgescu-Roegen, Arrow,

Koopmans, and Samuelson. Initially, this theorem was formulated as a

theoretical application of Leontief ’s model. It is based on the following

hypotheses: there is only one primary input, let us say labour; that input is

indispensable for the production of all goods; each production process

produces only one output; there are constant returns to scale and perfect

competition. The problem is to choose the most profitable activity, i.e. that
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which minimizes costs. Now, under these hypotheses, prices and activity

levels are independent, and the set of activities chosen as the most profitable

to obtain a given vector of final demand remains the most profitable for the

production of any other vector.

This latter result is of crucial importance. The activities are chosen by the
entrepreneurs with the aim of minimizing costs; if there are no other primary

inputs besides labour, there will be a unique set of activities which is the most

profitable; as there are constant returns to scale, a technique which is most

profitable at a certain level of activity is also so at any other level; therefore

the choice of techniques does not change with variations in the composition

of demand and the quantities produced, and prices depend solely on tech-

nical conditions of production.

There are two different interpretations of the relevance of this theorem.
The first to be advanced interprets the term ‘substitution’ as a synonym for

‘change of techniques’. In this case the theorem serves to demonstrate the

robustness of Leontief ’s and similar models. The hypothesis of fixed coef-

ficients, which appears in such models, is not restrictive, as was argued by

some of Leontief ’s critics. In fact, the theorem demonstrates that the pre-

vailing coefficients can be interpreted as those that have been chosen by the

entrepreneurs from a vast range of technical possibilities, and that this choice

is not modified by changes in final demand.
In another interpretation, the ‘non-substitution theorem’ aims to point out

that, with variations in the composition of demand, there is no substitution

among the primary factors. On the other hand, it is obvious that there

cannot be substitution among primary factors when there is only one.

Therefore, the relevance of the theorem would seem to lie in the fact that,

when there is more than one primary factor, substitution is possible and

takes place each time there is a change in consumer tastes. This seems to

confirm the traditional neoclassical view that, in general, if the demand
increases for a good with a high intensity of a certain factor, there will be an

increase in the price of that good, but also in the demand and the remu-

neration of the factor in question, and, consequently, the prices of all the

other goods will change. In general, therefore, prices depend on the demand

for final goods and the scarcity of primary inputs. We will see in the next

section how much caution is needed to sustain an argument of this type.

Meanwhile, we should like to point out that there are cases in which the

non-substitution theorem does not hold, and in which the substitution of
primary factors plays no role at all. One of these is where the returns to scale

are not constant. Here it is clear that variations in demand will have relevant

effects on the cost of the goods and therefore also on their prices. But this has

nothing to do with the substitution among primary factors. Another case is

that of joint production. Here, generally, variations in demand change the

convenience conditions for the activation of different processes, as a certain

good can be produced jointly with some other by using different activities.
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Thus, variations in demand can cause changes in the techniques activated

and therefore in the costs and the prices of goods. But, again, this has

nothing to do with substitution among primary factors.

Finally, we should like to mention three studies of the 1960s, one by

P. A. Samuelson, one by J. A. Mirrlees and one by J. E. Stiglitz, in which the
theory was generalized with the introduction of an interest rate, and with a

special case of joint production. The introduction of the interest rate

modifies the results of the theorem in the sense that there is a different price

system for each different value of the interest rate. The ‘dynamic’ character

of the theorem would consist of the possibility of applying it to an economy

which is growing in steady-state.

11.2.2. The debate on the theory of capital

Although the possibility of substitution among primary factors is excluded

under the hypotheses of the non-substitution theorem, it would seem possible

to argue for another type of substitution: that between capital and labour.

Even excluding the effects of final demand on prices, is it not possible that a

significant relationship exists between demand for the ‘productive factors’,

labour and capital, and their remunerations? If the prices of the factor

services are indexes of scarcity, then the following should occur: with an
increase in the wage–interest ratio, there should be an increase in the demand

for the services of capital in relation to that of the services of labour. Under

perfect competition the real compensations to factors should equal their

marginal productivity; therefore, a decreasing function should link the

capital intensity of the techniques to the relative cost of capital; a decrease in

the marginal productivity of capital in relation to that of labour should be

caused by the substitution of labour by capital.

This is the neoclassical theory of distribution. AlreadyWicksell, as we men-
tioned in Chapter 6, had noticed the strangeness of certain phenomena (later

called ‘Wicksell effects’), and pointed out the possibility of some ‘paradoxes’ in

the relationship between the capital intensity of the techniques and the

remuneration of capital. However, it was only in the debate of the 1950s and

1960s that the problem was solved. The debate was opened by J. V. Robinson

with the article ‘The ProductionFunction and theTheory ofCapital’ (1953–4),

in which she put forward an argument inspired by Sraffa’s ‘Introduction’

(1951) to Ricardo’s Principles: that the ‘degree of mechanization’ of a pro-
ductive technique can increase, rather than decrease, following an increase in

the interest–wage ratio. Robinson also noted that the origin of this strange

effect is to be found in the impossibility of measuring capital in physical terms,

given its heterogeneous composition, and the consequent necessity to measure

it in value. Then D. Champernowne, in a comment on Robinson’s article,

while acknowledging the importance of the problem, suggested that it could be

solved by measuring capital by means of an index of his own construction,
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although he admitted that his index might not work in some ‘strange’ cases.

Robinson counter-attacked, especially in a section of The Accumulation of

Capital (1956), where she pointed out that the strange relationship existing

between the prices of factor services and the capital intensity of techniques

is not due to purely ‘financial’ phenomena, as Champernowne seemed to
suggest, but can be generated by real technical change.

In that year, by a strange historical quirk, the first neoclassical aggregate

growth models came to light: those of Solow and Swan, already discussed in

Chapter 9. These models used exactly the same aggregate production func-

tion and the same theory of capital which had been criticized by Robinson.

This certainly helped to liven up the party. In 1960 Sraffa’s Production of

Commodities by Means of Commodities was published, a book which con-

tained, albeit in very concise form, all the elements needed to clarify the
question. At the same time, Garegnani’s Il capitale nelle teorie della distri-

buzione was published, a book in which criticism of the neoclassical theory of

capital was explicitly formulated.

Robinson’s criticism was accepted without resistance by many neoclassical

economists—for example by Morishima and Hicks. As late as 1962 and

1965, however, Samuelson and Levhari made attempts to resolve the prob-

lem in a different way from that suggested by Robinson. The debate reached

its climax in 1966, when the Quarterly Journal of Economics published a
special issue dedicated to capital theory. Decisive were Pasinetti’s and

Garegnani’s contributions. But the most important one was Samuelson’s

‘Summing Up’, in which he acknowledged the validity of the criticisms and,

while trying to minimize their importance, he admitted the error inherent in

the neoclassical theory of aggregate capital. This closed the debate, even if

the aftermath continued until the early 1970s. The final word on this problem

was given by Garegnani in ‘Heterogeneous Capital, the Production Function

and the Theory of Distribution’ (1970).
In order to explain this subject in the simplest way, we will use a model of

an economy in which only two goods are produced, a consumer and a capital

good, by means of capital and labour:

p ¼ wlk þ kkpð1þ rÞ
1 ¼ wlc þ kcpð1þ rÞ

The price of the consumer good is taken as numeraire, w is the real wage, p the

price of the capital good, r the rate of profit, which is equal to the rate of

interest, lk and lc the labour coefficient in the two industries, and kc and kk the

capital coefficients. With a few simple algebraic passages it is possible to

obtain, from the two equations, adecreasing function linkingwages andprofit:

w ¼ 1� kkð1þ rÞ
lc � lclk kk=lk � kc=lcð Þð1þ rÞ
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Two different wage–profit curves have been drawn in Fig. 19. They represent

two different productive techniques (two different systems of equations); let

us call them a and b. The techniques differ in the ways in which capital and

labour are combined, but it is also possible that one (or some) capital good(s)

is (are) physically different in the two cases.

The concavity of curve a implies that in the technique a it holds

kk/lk> kc/lc, whereas curve b is linear because kk/lk¼ kc/lc. In technique a the
capital–labour ratio varies with variations in the price of capital and,

therefore, with variations in the distribution of income, even without a

change in the productive technique. In technique b, on the other hand, the

aggregate capital–labour ratio does not vary with variations in the distri-

bution of income, as prices do not change. Graphically, the capital–labour

ratio is measured, for technique b, by the slope of line b. In fact, in the case in

which kk/lk¼ kc/lc the preceding formula can be reduced to:

w ¼ 1� kk

lc
� kk

lc
r

in which kk/lc measures the slope of line b. For technique a, instead, the
capital–labour ratio is measured, for example at point P2, by the width of

angle a, and is different for every different point on curve a.
Let us now compare the two techniques in correspondence to different

distributive patterns. At the points to the left of r1, the capitalists will choose

technique b as, with respect to a, it gives higher profits in relation to each

wage. Technique a will be preferred at the points between r1 and r2, while

at those to the right of r2 technique b will be preferred again. This is the

phenomenon of the ‘reswitching of techniques’: technique b, which had been

abandoned following an increase in the rate of profit around r1, is preferred

again when the rate of profit becomes still higher, i.e. higher than r2. At each

a

a

b

P1

w

w1

w2

r1 r2 r

P2

0

Fig. 19
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of points P1 and P2 the two techniques are equally profitable and have the

same price systems. Passing from technique b to a around point P1 there is a

decrease in the capital–labour ratio. Such a change in the capital intensity of

the techniques has purely real causes, as at point P1 the two techniques have

the same price system. This phenomenon is known as the positive ‘real
Wicksell effect’. In the movement from technique a to b around point P2,

there is, therefore, a negative real Wicksell effect. In this case, with an

increase in the rate of profit, the capital–labour ratio increases rather than

decreases; and this occurs because of a real technical change. Also at the

points between P1 and P2, the capital–labour ratio increases when the

interest rate increases, but this occurs, in this case, only because the price of

capital changes. This is the ‘price Wicksell effect’. The phenomenon of the

increase in the capital–labour ratio following an increase in the interest rate
is called ‘capital reversal’.

Broadly speaking, the root of the problem is that, if the economy produces

heterogeneous goods, capital must be measured in value terms. When the

real wage varies, the cost of labour changes in every industry and, since the

incidence of labour input varies from one industry to another, the prices of

goods change. As a consequence, the value of capital varies, not because

techniques change, but as a simple consequence of the change in relative

prices. This is the Wicksell price effect. In general, the capital–labour ratio
may change in any direction and it may increase when the interest–wage

ratio increases. This means that the capital intensity of techniques may

increase when the capital ‘factor’ becomes dearer than the labour factor: the

reverse of what marginalist theory predicts. In this case the phenomenon is

caused by a perverse price Wicksell effect.

But things may be worse. When the real wage changes, capitalists are

forced to change techniques, not only because the cost of labour varies, but

also because, following the change in the price of goods, all production costs
change. As a consequence, the quantities of capital goods used and the value

of capital will change. This is the real Wicksell effect, and may be either

positive or negative. If it is negative, the aggregate capital–labour ratio rises

as the interest–wage ratio increases. Again: the reverse of what is envisaged

by the marginalist theory. In this case the phenomenon occurs as a con-

sequence of a genuine change in techniques and the physical quantities of

capital goods used.

An old marginalist prejudice was propagandized by telling the following
parable. When the employment of labour increases, given the employment of

other production factors, its marginal productivity is reduced. Firms will be

prepared to increase employment only if wages are reduced. In competitive

equilibrium, the wage corresponds to the marginal productivity of labour,

so it can be said that labour is remunerated according to its production

contribution. In the same way, when employment of the ‘capital’ factor

increases, its marginal productivity is reduced. Therefore, firms will be
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prepared to adopt more intensively capitalist techniques only if the interest

rate is reduced. In competitive equilibrium the rate of interest remunerates

the productive contribution of capital, corresponding to its marginal pro-

ductivity, and is reduced when its use is increased. Well, this parable can no

longer be told, because the use of capital may increase when its cost increases
instead of when it decreases.

The conclusion can be generalized: it does not apply to capital alone, but

also to all primary factors, land, for instance. The relation between the use of

land and the use of labour may increase when the rent–wage ratio increases.

This is also a result which came out of Sraffa’s work. However, it was

explicitly brought to light by his followers, and most clearly in the essay by

J. S. Metcalfe and I. Steedman, ‘Reswitching and Primary Input Use’ (1972).

11.2.3. Production of commodities by means of commodities

All the above is in Sraffa’s book, but only sketched out in its essentials; it is

not surprising that orthodox theory needed several years of debate in order

to bring out its theoretical implications. The fact is that this late product of

the years of high theory is a concise, compact, and pared-down book which is

not at all easy to understand. Nor is it easy to find the correct place for it,
a place which it undisputedly occupies in the history of economic thought,

given the scarcity of references supplied by Sraffa in regard to his sources.

The core of the model can be presented with the equation

p ¼ wl þ Apðl þ rÞ
where A is a matrix of technical coefficients of dimension n� n, lk a vector of

labour coefficients and p a vector of relative prices. If the wage, w, is known,

the system of n equations simultaneously determines the rate of profit and

the relative prices of n� 1 goods.
With changes in w, the conditions of relative cost of the different com-

modities change, as the proportions of the utilization of labour and means of

production in the diverse industries are different. Therefore, all the relative

prices change. There is a decreasing function linking profit and wages. Profit

is not related to a productive contribution of capital; in fact, the latter cannot

even be defined in Sraffa’s model. In regard to distribution, the model simply

states that, if one of the distributive variables is known, the other is deter-

mined residually.
Profit cannot be explained by the productive contribution of the capital

‘factor’ and its scarcity, but remains a surplus, the size of which depends

solely on the social and technical relationships with which a given final output

is produced capitalistically.

It is necessary to begin with this result to evaluate Sraffa’s work in a

historical perspective. In this way it is possible immediately to reject the

interpretations of Sraffa’s model which consider it as a special case of the
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neo-Walrasian general-equilibrium model. These interpretations have little

meaning, not because they lack an analytical basis, but because, by con-

centrating on the formal aspects of the model, they overlook its theoretical

content. According to this point of view, Sraffa’s model corresponds to that

special case of the inter-temporal-equilibrium model in which a uniform rate
of profit is obtained.

What makes Sraffa’s model substantially different from the neoclassical

approach is a series of important theoretical characteristics, for instance: the

absence of the full-employment hypothesis; the refusal to consider prices as

determined by supply and demand; the rejection of the notion of capital as a

factor of production.

This leads us into the world of the classical economists and Marx, as also

suggested by the theory of profit as a surplus. The classical economists and
Marx made use of a dynamic which evolves through historical time. They

assumed as given, at a certain moment, or over a very brief period of time

(e.g. a productive cycle), the technique in use and the composition of the final

demand. They did not study change by assuming that at every moment there

is the possibility of choosing between the techniques and the final con-

sumptions prevailing in different stationary-state economies. They believed

that techniques and demand change through time and differ from one period

to another; but also that, in each period, in each productive cycle, there is
only one technique and only one final demand. So prices can change through

time; and this can also be caused by changes in the final demand, as changes

in the latter induce changes in techniques. Almost all of Sraffa’s book can be

read from this point of view.

Therefore, to grasp the essence of the Sraffian revolution it is necessary to

define more clearly Sraffa’s position in regard to the classical and Marxian

approach. The point is that a ‘classical-Marxian approach’ does not exist,

if it is true that Marx considered himself to be a critic of Ricardo and Smith.
In other words, was Sraffa a ‘neo-Ricardian’, as some orthodox Marxists

and some orthodox neoclassical economists have argued? Or was he a

Marxist, as many of his followers have maintained?

The level of abstraction of Sraffa’s model is defined, albeit with the usual

cryptic conciseness, by Sraffa himself, in the subtitle of his book: Prelude to a

Critique of Economic Theory. It is the same as the first chapter of Capital,

which is entitled ‘The commodity’, and which is the real prelude to the

Critique of Political Economy. In that chapter, Marx tackled the analysis
of the commodity and its value, and laid down the theoretical bases of all

his successive work; he attacked the ‘vulgar economists’, whom he accused of

looking for the explanation of the value of goods in exchange relations;

and he linked himself explicitly to Ricardo in looking for it, instead, in the

production sphere.

However, even though Marx had clearly pointed out that value is a social

phenomenon, Ricardo’s influence induced him to determine the value of
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goods by ignoring the capitalist form in which they are produced. Value,

according to the theory set out in the chapter on ‘Commodities’, depends

solely on the quantity of labour employed in its production, its social

determination being reduced to the way in which society allocates working

activity among the various industries. In other words, value is not influenced
by the way in which production is socially structured, nor by the way in

which the social classes face each other in the production sphere. Thus, for

example, the value of the social product does not depend on the way in which

the product is distributed—a clear reminder of the Ricardian claim to

measure value by making it independent from the variations in distribution.

It is obvious that, in order to reach such a result, Marx had to rely on a high

level of abstraction, and it is almost paradoxical that a book on ‘capital’

opens with a chapter in which capital is ignored. Now, it is almost as if Sraffa
had rewritten that chapter, trying to reach the maximum level of abstraction,

from returns to scale, growth, disequilibrium adjustments, even from the

specific institutional structure to which the type of capitalist set-up may

conform historically—exactly as in the chapter on ‘Commodities’. However,

he made it clear once and for all that the only thing which it is impossible to

ignore in determining the value of the commodities produced in a capitalist

economy, is the fact that they are produced in capitalist conditions: that it is

meaningless to abstract from the wage, as Marx did in that chapter. In other
words, Sraffa took Marx seriously in his treatment of value as a social

phenomenon—so seriously that he distanced himself from Ricardo more than

Marx did himself.

It seems possible to conclude that, while on the subject of the deter-

mination of profit, Sraffa’s theory does not bring to light any basic analytical

differences between Ricardo and Marx, on the subject of value his work can

be read in only one way: the Prelude to a Critique of Economic Theory seems

to us just like a first chapter of Capital which Marx would have written if he
had been a little less Ricardian and a little more Marxist.

11.3. Marxist Economic Thought between
Orthodoxy and Revision

11.3.1. Marxist thought before 1968

In this section we will present a group of economists who made some

interesting contributions to the development of Marxist theory in the second

post-war period.

The first of these is Paul Alexander Baran. He was a Russian, and the son

of a Menshevik militant. At a young age he absorbed the atmosphere of the

fervent Soviet debates of the 1920s. He emigrated in 1928 and, after
various academic misadventures in Germany and England, ended up in the
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United States in 1939. There he managed to obtain a safe academic position

only in 1951, at Stanford University. His main work is The Political Economy

of Growth (1957), in which he put forward the famous theory of the ‘potential

surplus’. While the ‘effective surplus’ produced in an economy is measured

by the difference between current production and current consumption,
the potential surplus is defined as the difference between the production made

possible by the existing technology and the productive consumption neces-

sary to obtain that level of production. Obviously, it is a notional quantity;

it serves, however, to show the actual distortions of capitalist economies.

In fact, in this type of economy the potential surplus is always greater than

the actual surplus because of the allocation inefficiencies generated by the

market and the profit system.

We shall return to the concept of surplus when we consider the book
written by Baran in collaboration with Sweezy. Here we shall comment on

Baran’s analysis of imperialism—an analysis which, distancing itself from

the unrefined Marxist–Leninist work of those times, moved Marxist thought

in the direction of the theory of unequal exchange as a basic mechanism in

the production and reproduction of imperialism and underdevelopment.

Baran’s book was also politically important: his argument that national

liberation movements would contribute to liberating, not only under-

developed countries from imperialism, but also the imperialist countries
from capitalism, gave a theoretical foundation to a great many of the anti-

imperialist movements of the 1960s.

Baran’s arguments were developed in the book Monopoly Capital (1966),

written in collaboration with Sweezy. We have already spoken about Paul

Malor Sweezy in chapter 8, where we mentioned his summary of Marxist

economic theory, The Theory of Capitalist Development, a book on which

generations of radical intellectuals have been educated. Two of Sweezy’s

original lines of thought had already been sketched out in that book, and
deal with his personal interpretation of two Marxian laws of movement: on

the one hand the theory of the ‘realization crises’, which he reformulated

by drawing on stagnationist theories of Keynesian origin and reworking

them into an original under-consumption theory of depression; on the other,

the law stating the tendency towards increasing ‘concentration’ and ‘cen-

tralization’ of capital, which was enriched by the experience he gained by

participating in 1930s debates on the forms of non-competitive markets.

Sweezy, let us recall, made an original contribution to these debates,
‘Demand under Conditions of Oligopoly’ (1939), where he presented the

theory of the kinked demand curve.

In Monopoly Capital these diverse research interests were integrated with

Baran’s theory of economic surplus, and produced the thesis of the tendency

of the potential surplus to grow—a thesis which was to replace, according to

the authors, the Marxian law of the falling profit rate as a fundamental

explanation of the march of capitalism towards self-destruction. Capitalist

447at the margins of orthodoxy



accumulation causes, besides an increasing concentration of capital, a con-

stant increase in production and productivity. Given the unequal distribu-

tion of income, a permanent feature of capitalist economies, accumulation

also creates the fundamental problem of the ‘absorption of the surplus’ and a

permanent lack of investment opportunities. The ensuing tendency towards
stagnation could be counterbalanced by certain countervailing influences,

sales expenditure, public spending, military expenditure, etc. But these, on

the one hand, would contribute to various social and political problems, such

as waste, inefficiency, and imperialistic wars, and, on the other, would serve

to only hinder temporarily the intrinsic tendency towards stagnation.

Another major Marxist economist of this period was Maurice Herbert

Dobb, whose important Political Economy of Capitalism (1937) we have

already mentioned. In 1946 he published Studies in the Development of

Capitalism, a book which nourished the minds of entire generations of

economic historians and gave birth to intense debates among historians and

Marxist economists. One of the main arguments of the debates concerned the

problem of whether the decline of feudalism had been caused by internal

contradictions, as Dobb had argued, or had been caused by ‘external’ factors,

such as the development of commerce and the relationships between town

and the countryside, as was argued by Sweezy and others. The importance of

this debate was not limited to the field of economic history, but also touched
upon a central problem of Marxist economic theory, that of ‘primitive

accumulation’.

One of the main interests of Dobb, after the Second World War, was the

economic theory of socialism, to which he contributed with various works,

both theoretical and applied. Dobb was a critic of the theory of ‘market

socialism’ of the Lange–Lerner type, and pointed out its essentially static and

therefore unrealistic nature. Against it, he argued that, given the burdensome

inheritance of productive backwardness and of inequality in the distribution
of income and resources, an economy in the phase of transition to socialism

must put the problems of equity and growth before that of the efficient

allocation of resources.

These three heretical academics, Baran, Sweezy, and Dobb, were in fact

fairly orthodox if their work is considered from the point of view of the

Marxist doctrine of the period. Their orthodoxy is demonstrated mainly in

their choice of the ‘level of analysis’ on which to focus their theoretical efforts,

which was the ‘intermediate’ level of the analysis of economic evolution; the
higher level of the ‘fundamental principles’ ofMarxismwas not even touched.

In order to understand this, itmay be useful to consider the ‘three-level’ theory

put forward in the 1950s by Kozo Uno to rationalize that methodological

stance. Uno, an important Japanese economist of the period put forward this

theory in a book ofPrinciples of Political Economy, published (in Japanese) in

1950–2. The argument is thatMarxist theory articulates itself on three levels of

analysis: the first, and most abstract, faces the problems pertaining to the
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fundamental principles, of value, crises, exploitation etc.; the second level

delimits the field of study in regard to the evolution of the capitalist economic

form, and gives rise to the so-called theory of the ‘three stages’ of capitalist

development (mercantilism, liberalism, imperialism); the third, finally, is that

of the ‘concrete analysis of concrete situations’. The orthodoxy of the great
Marxist economists of that period showed itself in the fact that, despite the

originality with which they had tackled problems of the ‘second’ and ‘third’

levels, none of them had ever dared to critically move up to the highest level of

wisdom, dealing with the great fundamental principles. Another symptom of

their orthodoxy was the belief, which only Uno had the courage to make

explicit, that the history of capitalism had ended in 1917; then began the

history of the transition to socialism.

11.3.2. Marxist heresies

It is worth pausing for a moment to consider this problem, because it

constituted one of the main watersheds between traditional and modern
Marxism. In the 1920s and 1930s the theory whereby the soviet system

was none other than a form of ‘State capitalism’ was put forward by

anarchists and left-wing Marxists, but more as a political slogan than an

analytical concept. In the 1940s, various heterodox Marxists, such as Raya

Dunayevskaya, Amadeo Bordiga, and Tony Cliff, to name but three, began

to elaborate the theory in scientific terms.

Dunayevskaya began by working with Trotsky, having been his secretary

in 1937–8, but later changed tack to develop a radical critique of the soviet
model as a capitalist system and Stalinism as a counter-revolution. Her

analysis was focused on the methods of labour exploitation in the Soviet

Union, in which she demonstrated that exploitation exists and is high, just as

it is in market economies. She also put forward the theory that in State

capitalism, crises are more serious than in market capitalism. Lastly,

she developed a clear-sighted analysis on the tendency of capital toward

globalization. Her first article on State capitalism dates back to 1941. Other

contributions on the subject have been collected and recently republished in
The Marxist–Humanist Theory of State Capitalism.

Also Bordiga formulated an original theory of the Stalinist Soviet system

which cut through all the contorted arguments about ‘difficult transition’,

‘degenerated workers’ State’, and ‘bureaucratic collectivism’: the system

established in the Soviet Union was simply a new form of capitalism. This

argument was put forward in various papers beginning at least as early as

1946, and, in complete form, in the book Struttura economica e sociale della

Russia d’ oggi (1957). It is interesting to observe that Bordiga had foreseen that
sooner or later the soviet systemwould abandon state capitalism to return to a

market system: ‘this is a constant between yesterday, today and tomorrow,

between capitalism organized by the Tsar, conducted by the soviet state and
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tomorrow rendered photographically identical towestern capitalism’ (p. 668).

Tony Cliff moved along a similar line of thought with a book published in

1948 and subsequently re-elaborated on various occasions. The most recent

edition dated 1974 is entitled: State Capitalism in Russia.

The State capitalism thesis remained a minority opinion until the 1960s.
But eventually history rendered it justice. Charles Bettelheim, a scholar of

Maoist orientation, tackled the problems of the ‘transition’ by interpreting

the economic and social transformations generated by the Soviet economic

development as typical of a capitalist process. During the 1980s this point of

view has become dominant, so much so that even Sweezy has moved over to

this position.

Another contemporary Marxist heretic merits mention: Ernest Mandel,

of Trotskyist orientation, who, after a systematic but rather traditional
Traité d’ économie marxiste (1962), produced two quite original books: Late

Capitalism (1975) and Long Waves of Capitalist Development (1980). Even

though dealing with the ‘intermediate’ level of analysis, and not touching on

‘fundamental’ principles such as the falling profit rate, these books have

helped to lead debates on the future of capitalism away from the simpli-

fications of the theories of collapse and stagnation; besides this, they have

brought the attention of the economists back to the problem of long waves.

Finally, we must mention one of the few Marxist economists of the period
who has had the courage to enter the citadel of fundamental principles and

clear out some commonplaces of Marxist orthodoxy. Nobuo Okishio, by

developing some arguments already put forward by Shibata in the 1930s, has

proved, among other things, that the law of the falling rate of profit is not a

law at all, but only a particular theory depending on certain restrictive and

unrealistic hypotheses about the nature of technical progress.

1968 was a crucial year for the evolution of Marxist thought. A populous

generation of young people, unscathed by ideologies and parties, suddenly
approached politics. All over the world they revolted against authoritar-

ianism, oppression, and exploitation; and, even though they sought their

principal cultural references in the traditional and modern classics of Marxist

thought, they did not hesitate to bring their iconoclastic fervour to bear on

the ‘establishment’ of official socialist doctrine. Creative energies were

liberated and bitter theoretical debates flared up again in the years which

followed; and none of the sacred truths was spared.

Here we have no room to deal with all that is original in this theoretical
magma. Therefore, to say at least something about the lines of research

which seem to be the most important and promising, we have been forced to

make extensive use of our scissors. So we will ignore, with very few excep-

tions, the work which Uno would have classified at the ‘second level’, even

though there are interesting and original lines of research here.

The few exceptions consist of some important works which introduced

innovations to traditional Marxist analysis on certain relevant theoretical
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questions. The Fiscal Crisis of the State (1973), by James O’Connor, broke

away from the Marxist–Leninist simplifications about the State as a

‘business committee of the bourgeoisie’, and studied the role played by the

modern capitalist state in the process of capital accumulation and, at the

same time, the effects of class conflict on the transformations of the State
itself. Harry Braverman in Labour and Monopoly Capital (1974), dealt with

the problem of the effects of mechanization and managerial control of

companies over the transformation of the labour process and class

composition in modern capitalism. In The Modern World System (1974–80),

Immanuel Wallerstein developed the Marxian analysis of ‘primitive accu-

mulation’, putting forward the idea of a capitalism which can live—and,

right from the outset, did live—only as a ‘world economy’, i.e. as an integ-

rated system of international division of labour.

11.3.3. Toward a theory of value with the feet on the ground

On the subject of value, the debate was reopened in 1960 by Sraffa’s book,

which smouldered under the ashes for a decade and burst noisily into flames

in the 1970s. Today, it seems generally accepted that the dialectic splendour

of the labour theory of value must be renounced. Basically, four reasons are

given for this.

The first, and most important, is that this theory, the last residue of

‘Ricardian naturalism’ in Marx, conflicts with the truly Marxian theory,
which considers value to be a ‘social phenomenon’. We have already men-

tioned this in the section dedicated to Sraffa, and will not return to it here.

We will limit ourselves to pointing out that Value and Naturalism in Marx

(1979) by M. Lippi is the work which has most clearly tackled this aspect of

the problem.

The second reason concerns the transformation problem. We have already

spoken about this in the chapter devoted to Marx. Here we will restrict

ourselves to reaffirming the main points. However modest the analytical
claims which can be advanced in regard to the transformation procedures,

it is impossible to avoid admitting that the following propositions are in

general not valid:

(1) It is necessary to know the labour values in order to determine the

production prices;

(2) Given the wage, it is possible to determine the profit rate before

knowing the prices;
(3) In the transformation from values into prices, all the aggregate

variables remain unchanged;

(4) In particular, the rate of profit and the rate of exploitation remain

unchanged.
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Marx was unaware of these difficulties. But today they are known to

all, and it is almost universally accepted that, faced with these difficulties,

it is impossible to remain faithful to the labour theory of value, even if

there are still some people content to keep it as an ‘auxiliary’ theory, and

others still searching for the right solution to the transformation problem.
Unfortunately, however, it is not possible to be satisfied with an auxiliary

theory. In fact, there is a third reason which impels us towards the aban-

donment of that theory. In general, when one does not wish to be limited to

the cases of single production with only circulating capital, the variables

expressed in terms of embodied labour are not necessarily economically

meaningful. This is the well-known phenomenon, also brought to light by

Sraffa, that, in the presence of joint production and economically significant

price systems, there can be negative labour values—even negative rates of
exploitation in the presence of a positive profit rate.

But the most important acquisition of recent research is that of having

understood that the theory of labour value contradicts the theory of

exploitation. In fact, since the rate of exploitation is not an invariant in the

transformation from values to prices (see section 4.3.4), the profit-wage ratio

may be higher than the rate of surplus labour. This could be interpreted as a

case in which at least a part of the profits has not been ‘created’ by labour—

for Marx an unacceptable thesis. Contemporary Marxists have thus realized
that they must choose: either the theory of labour value or that of

exploitation must be thrown to the wind.

The widespread opinion today is that the theory of exploitation is inde-

pendent of the labour theory of value. Thus efforts have been made to show

how it is possible to account for exploitation without using the notion of

‘embodied labour’. Here we will mention five authors who made interesting

attempts, although research is still continuing: John Eatwell, Ian Steedman,

John E. Roemer, Samuel Bowles and Herbert Gintis.
As regards value, almost all Marxists have come to accept Sraffa’s

theory of production prices. And those who prefer to continue using

Marx’s terminology have discovered they can do it thanks to an accounting

expedient as shrewd as it is simple: it is merely a question of normalizing

prices with a numeraire,m¼ py/L, called ‘monetary measure of labour’. p is a

vector of monetary prices, y a vector of net outputs and L the level of

employment. So m is none other than the average productivity of labour in

monetary terms. If a net product is measured with this numeraire, it will be
equal to the level of employment, py/m¼L. Thus, the value of the net

product has been reduced to a quantity of living labour. The same operation

can be carried out with profits and wages, so that we can continue talking

of ‘surplus labour’ and ‘necessary labour’. The language is the same as

that used by Marx, although obviously his concepts have been reinterpreted.

The ‘labour values’ obtained by this normalization remain production

prices.
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Zermelo E. ‘Über eine Anwendung der Mengelehre auf die Theorie des Schachspiels’,

Proceedings of the Fifth International Congress of Mathematicians, 1913.

Bibliography

On game theory: E. Agliardi, Positive Feedback Economics (1998); R. J. Aumann,

‘Survey of Repeated Games’, in R. J. Aumann et al., Essays in Game Theory and

Mathematical Economics in Honour of Oscar Morgenstern (Mannheim, 1981);

K. Binmore, Game Theory and the Social Contract: Playing Fair (Cambridge,

Mass., 1994); H. Gintis, Game Theory Evolving (Princeton, 1999); D. Fudenberg and

E. Maskin, ‘The Folk Theorem in Repeated Games with Discounting or with

Incomplete Information’, Econometrica (1986); D. M. Kreps, Game Theory and

Economic Modelling (Oxford, 1990); H. Moulin, Game Theory for the Social Sciences

(New York, 1986); E. Rasmusen, Games and Information (Oxford, 1989);

L. Samuelson, Evolutionary Games and Equilibrium Selections (Cambridge, Mass.,

1997); J. Weibull, Evolutionary Game Theory (Cambridge, Mass., 1999).

On the models of production as a circular process, capital theory and Sraffa:

H. B. Chenery and P. G. Clark, Interindustry Economics (New York, 1959);

G. C. Harcourt, Some Cambridge Controversies in the Theory of Capital (Cambridge,

1972); H. Kurz and N. Salvadori, Theory of Production: A Long-Period Analysis,

2nd edn (Cambridge, 1997); L. L. Pasinetti, Lezioni di teoria della produzione, 2n edn

(Bologne 1975); ‘Critica della teoria neoclassica della crescita e della distribuzione’,

Moneta e Credito (2000); F. Petri, ‘The Difference between Long Period and Short

Period General Equilibrium and the Capital Theory Controversy’, Australian

Economic Papers (1978); N. Salvadori, ‘Existence of Cost-Minimizing Systems within

the Sraffa Framework’, Zeitschrift für Nationalökonomie (1982); B. Schefold,

Mr. Sraffa on Joint Production and Other Essays (London, 1989); E. Screpanti, ‘Sraffa

after Marx: A New Interpretation’, Review of Political Economy (1993); P. Varri,

‘Prezzi, saggio del profitto e durata del capitale fisso nello schema teorico di Piero

Sraffa’, Studi economici (1974).

On Marxist economic thought: P. Arestis and M. Sawyer (eds.), The Elgar

Companion to Radical Political Economy (Aldershot, 1994); (eds.), A Biographical

Dictionary of Dissenting Economists (Aldershot, 1992); M. Bronfenbrenner, ‘Radical

Political Economics in America’, Journal of Economic Literature (1970); E. K. Hunt

and J. G. Schwartz (eds.), A Critique of Economic Theory (Harmondsworth, 1972);

M. Itoh, Value and Crisis: Essays on Marxian Economics in Japan (London, 1980).

455at the margins of orthodoxy



12

A Post-Smithian Revolution?

12.1. At the Threshold of the Millennium

12.1.1. Globalization

Coined in 1983 by American journalist Theodore Levitt, and popularized in

1988 by the economist Kinichi Ohmae in his works on the global strategies of

multinational companies, the term ‘globalization’ defines a worldwide pro-

cess of intensification of the movement of goods, information and produc-

tion requirements, especially capital and finance instruments. The process

has been favoured by the breakdown of trade barriers in many countries, the
spread of neoliberalist ideologies and the adoption of laissez-faire policies by

major international economic institutions, as well as by governments and the

central banks of leading capitalist countries.

Globalization is a complex phenomenon and it is not, therefore, surprising,

that it has given rise to a wide range of interpretations and political attitudes.

Globalization divides scholars and citizens as much, and probably more,

than it unites them.

The first dispute concerns the answer to the question: is globalization an
emerging novelty or simply magnification of a much older phenomenon, the

internationalization of economic activities? Many are inclined to believe that

globalization is merely an advanced stage of the development of capitalism.

Supporters of this theory base their conviction on the observation that if one

observes the world trade of goods and services and the volume of foreign

investments during the period from 1880 to the outbreak of the First World

War, one sees that the flow of these movements, in relation to production,

equals or even exceeds the present-day levels. Thus globalization is simply an
intensification of a process which was already underway and which has been

favoured by the use of new information and telematic technologies. This

interpretation calls to mind the celebrated passage in Manifesto of 1848,

in which K. Marx and F. Engels wrote:

The bourgeoisie has through its exploitation of the world market given a cosmo-

politan character to production and consumption in every country. To the great

chagrin of reactionaries, it has drawn from under the feet of industry the national

ground on which it stood. All old-established national industries have been destroyed

or are daily being destroyed. They are dislodged by new industries, whose intro-

duction becomes a life and death question for all civilised nations [ . . . ] In place of the

old local and national seclusion and self-sufficiency, we have intercourse in every

direction, universal inter-dependence of nations. (p. 476)



On the same lines, Norman Angell pointed out in his essay of 1913: ‘This

vital interdependence, which crosses frontiers transversally, has taken place

mainly over the last forty years [ . . . ] It is the result of the daily use of those

devices of civilization which date back to yesterday’ (p. 54).

Other scholars, however, insist that globalization is an emerging novelty
and have pinpointed three significant phenomena which are specific elements

of the present-day situation:

(1) the tendency to destructure both production organization methods

and the relations between politics and economics;
(2) the tendency towards an increase in aggregate wealth which,

paradoxically, goes hand-in-hand with an increase in poverty;

(3) the growing tension between economic globalization processes and

political democracy.

The destructuring phenomenon mainly concerns the way the organization

of production activity is changing. The problem is that, unlike in the past,

production is no longer carried out in the place where production decisions

are taken. This trend, known as delocalization of production activity

diminishes the responsibility of entrepreneurs towards various classes of

stakeholders (employees, suppliers, consumers, shareholders, local commun-

ities). The shareholders however are unrestricted by the spatial element, since
there seems to be nothing to stop them from buying and selling shares in

global markets, whereas the other stakeholders are unable to break away

from the restrictions imposed by a given location. The investors’ newly

acquired mobility tends to give rise to a wide divergence, unprecedented in

economic history, between economic power and social obligations; suffice it

to recall that in the past the ‘wealthy’, particularly big industrialists, were

unable to avoid taking into account, albeit obtorto collo, the restrictions

imposed by the countries in which they operated and by the democratic
movements that conditioned their policies. Today capital appears to have

acquired a new freedom: no longer does it have to account to the people in

the countries where its profits are made. In this sense, economic power has

acquired an extra-territorial status. The nation-state’s interest in maintaining

its sovereignty over the territory no longer coincides with the interests of

companies to move freely in international markets in order to seek better

profit opportunities. In other words, the times when it was possible to say, for

example, ‘What is good for Ford, is good for America’ have long since gone.
In 1968, Richard Cooper—one of the first scholars to propose an

economic theory of interdependence—had speculated that liberalization of

international trade and capital flows would make nation-states increasingly

vulnerable and interdependent. This in turn would entail, on the one hand,

systematic adjustment of the domestic economies of individual countries

and, on the other, a greater commitment on their part in developing con-

tractual agreements and international institutions to establish the rules of the
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global game and make sure they were observed. Well, while the extra-

ordinary increase in economic interdependence that took place during the

period from Bretton Woods (1944) to the mid 1970s was essentially the result

of political decisions taken by national governments, the globalization

process, which got conventionally underway after the Rambouillet (Paris)
summit in November 1975, was guided mainly by economic forces set up by

private subjects, groups of companies, big lobbies and non-governmental

organizations. Precisely because of that interdependence, these subjects were

able to react to profit opportunities quite independently of their national

authorities. In this sense, globalization enables companies to regain that

power of action which had been domesticated through political instruments,

at long last making possible what capitalism has always considered to be

dogma and utopia: companies, especially big companies, play a key role not
only in the organization of the economy but also in the organization of

society. Thus globalization modifies the foundations of both the economy

and polity, drastically reducing the degrees of freedom of nation-states and

giving rise to a ‘sub-politicization’ which was quite unheard of in the past.

All the nation-state’s political instruments (taxes, controlling authorities,

military security, foreign policy) are tied to a well-defined territory, whereas

companies can produce goods in one country, pay taxes in another and claim

assistance and state contributions in yet a third.
A serious consequence of this process is the increase in financial instability.

Of all the goods that circulate freely on world markets, finance moves with

the greatest freedom, speed and virulence. ‘Financial globalization’ is in fact

the contemporary world’s most overwhelming phenomenon. Enormous

masses of speculative capital move from one market to another in real time

in pursuit of capital gains from securities exchanges, financial derivatives and

exchange rates. Based on the well-known phenomenon of ‘self-fulfilling

prophecies’, these capital movements can give rise to enormous speculative
bubbles, making values rise to levels that have no relation to fundamentals.

And when the trend reverses, the bubbles burst, triggering financial down-

falls that produce real crises and bring a multitude of countries to their

knees. Slumps of this kind were widespread in the 1990s, particularly in

south-east Asia and Latin America. International economic organizations

such as the International Monetary Fund appear to be able to do little about

it. Indeed, on several occasions, the structural adjustments imposed by them

on countries asking for aid, have only served to aggravate the problem,
thanks to the neoliberalist ideologies that prompted their decisions.

The second important aspect of globalization is that it tends to worsen

incomes and wealth inequality. Since globalization makes world trade grow,

the process increases aggregate wealth, and is therefore a positive sum

game—except that the same globalization process exacerbates the contrast

between winners and losers. Surveys conducted by the World Bank show

that the number of individuals below the absolute poverty level, i.e. who

458 a post-smithian revolution?



survive on an income of less than two dollars a day, increased by 228 million

between 1987 and 1999. Nevertheless, the World Bank expects poverty to

diminish in the future. On the other hand there is the question of whether

absolute poverty is a valid notion for gauging people’s poverty level and

whether it is suitable for understanding the real extent of income inequalities.
Perhaps a more appropriate notion of ‘poverty’ is one that relates it to

average income. Well, on this basis there has been an even greater increase in

poverty. In more general terms, it can be said that inequality in income

distribution has increased, and so has the economic vulnerability of a large

share of the population, not only in the southern countries of the world, but

also in the north.

Literature on the subject is divided. To understand the nature of the

problem a distinction must be made between world and international income
distribution. The latter considers the differences in the average incomes of

the various countries (duly weighted to account for the size of the popula-

tion); the former, on the contrary, also takes into account the inequalities in

income within the individual countries. Now, in order to reduce worldwide

inequality, two conditions must be ensured: the first is that poor and densely

populated countries must grow at a faster rate than wealthy countries; the

second is that this must occur without an increase in inequality within the

countries. Now, the first condition is materializing, at least in a few countries
(mainly those, like China, where there is a certain resistance to globaliza-

tion), while the second condition is absent in virtually all of them.

A third characteristic of globalization is the threat to citizenship’s social

rights. The creation of a global market enables firms to move their pro-

ductive plants where labour costs are lower. Now the cost of labour is

determined not only by the worker’s wage but also by contributions which

serve to finance welfare schemes. Basically, these include three main items:

the national health service, social security and education. Competition in
global markets has resulted in a tendency to lower the levels of social

assistance. That globalization can give rise to a worrying slide in welfare

benefits is more than just a threat or abstract hypothesis. Thus a new trade-

off is taking place between competitively advantageous positions and social

security levels. Not only companies, but also States eager to attract invest-

ments tend to see the practice of social dumping as a way of securing com-

petitive advantages in the global market. But this is a shortsighted attitude.

In fact, as J. Stiglitz (2002) argues, democratic policies of income and wealth
redistribution could well serve the development process, by ensuring its

sustainability in time.

This issue is linked to the big question of the relationship between globa-

lization and democracy. Globalization drains power from the nation-state

(although more from the South of the world than from the great capitalist

countries of the North), whose autonomy is heavily impaired by an external

constraint. Nation-states are no longer able to escape confrontation with
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the expectations of international capital markets. And political parties are

increasingly preoccupied by the requests for credibility from global finance. In

fact modest differences in credibility may turn into an unsustainable interest

rates spread. Thus the threat to the governments’ ability to exercise their

internal sovereignty becomes a threat to democracy itself. Although citizens
continue to vote, their actual voting power, on which important public deci-

sions rest, tends to decrease with the decline in internal sovereignty.

The most important novelty in globalization is what D. Rodrik calls the

‘political trilemma’ of our societies: achievement of full international eco-

nomic integration, implementation of democratic policies and maintenance

of nation-states are mutually incompatible objectives. Of the three principles,

only two can coexist at any one time. This implies that there are several ways

of getting round this ‘trilemma’, depending on the importance attributed to
the three principles. The course taken by contemporary capitalism, which

concentrates mainly on the first and third principle, is not the only one.

Other options are available, which means that there is no one best way.

Globalization has contributed to the spread of neoliberalist ideologies and

in this sense has challenged economic theory. J. Stiglitz (2001, pp. 12–13),

commenting on the errors made by the International Monetary Fund during

the South-East Asia crisis, observed that

We did have adequate theories, we did know how to contrast recessions. It would

have been enough to apply exactly what we economists had taught our students in

one course after another, in the whole world, for more than half a century. Not-

withstanding, the decisions taken were exactly the opposite of what we had preached

in out basic courses. All this was for me, as an economist, at least at the beginning,

exceedingly difficult to understand.

The term ‘neoliberalism’ is used by economists in an ironic, when not in a

downright derogatory sense to denote a confused ideology that has taken

hold of the minds of businessmen, bankers, journalists, and bureaucrats,

down to a vast number of politicians, including left-wingers. It is quite a

simple ideology, and is based on two axioms: the market is efficient,

regardless of its form; the State is inefficient, regardless of its institutions—a
theory that no serious classical or neoclassical liberal would ever have sup-

ported. The political implications are equally as simple: the State must be

minimal; public enterprises must be privatized; the public budget must tend

towards breakeven point; fiscal and monetary policies must be banned; the

central banks must be independent of the citizens’ wills; trade barriers must

be abolished; the welfare state must be cancelled out or substantially

reduced. None of these political theorems, least of all the axioms on which

they are founded, are borne out by scientific research. Today, following the
defeat of the monetarist and neomonetarist counter-revolution, economists

are rediscovering market failures and State responsibilities. It has finally

been realized that markets do not have to be a jungle and that there are no
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‘natural’ laws of the economy. Markets are nothing else but institutions that

regulate exchanges. Good institutions are necessary to make them work

satisfactorily. Efficient markets are not those that are unregulated; they are

those that are well regulated. If, moreover, one asks for some equity, one

comes to the conclusion, towards which contemporary economic theory is
moving ahead, that State and market, rather than substitute are comple-

mentary institutions and that microeconomic and macroeconomic policies

are necessary, even before they are desirable.

12.1.2. Modern and post-modern

A philosophical revolution took place in the 1970s which involved different

currents of thought in a concentrated attack on neopositivist and empiricist

epistemologies. Thinkers hailing from analytical philosophy, pragmatism,

structuralism, hermeneutics and Marxism contributed in different ways to

bring to light the metaphysical, absolutist and dogmatic premisses of modern

‘scientism’. In this process of unmasking metaphysics, the foundations were
laid for a new approach to science in which the pragmatic implications of

research, the relativity of consolidated truths, the discursive and rhetorical

nature of theoretical systems and the constructive function of conceptual

models were acknowledged. This gave rise to a general feeling of loss of

foundations and certainties. On the one hand, the process caused panic

among traditional scientists, on the other, however, it freed creative energies

in the younger generations. Thus, from the end of the 1970s, and for a period

that is still ongoing, attempts to ‘go beyond’ tradition have multiplied,
giving rise to many new approaches that have inflated use of the ‘post’ prefix

in the denomination of philosophical approaches: post-analytical, post-

structuralist, post-linguistic, post-Marxist and even post-epistemological and

post-philosophical.

François Lyotard found a word to embrace them all: ‘post-modern’. And

he proposed it also with the idea of surpassing the methodological delim-

itation of debate. It was finally realized that the ‘post-modern condition’ had

overwhelmed not only the philosophy of science, but the entire field of
human experience too, from artistic production down to ethical and political

practices, from existential values to the substantive contents of science.

The idea is now consolidated that the post-modern condition has overcome

the set of humanistic and rationalistic metaphysical certainties on which the

modern world is built. The last remains of western metaphysics is

humanism—that set of variegated fables with which men endeavour to give

universal sense to their contingent lives, a value of absolute truth to their

biased opinions, the strength of objective ethics to their behavioural atti-
tudes, a general justification to their particular interests. The post-modern

condition goes beyond all this: it is the condition of man who acknowledges

his finiteness and makes no drama of it.
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It is easier to understand post-modernism by observing it in contrast to

modernism. From an ontological point of view, modernism is based on a

belief in the universal scope of human reason, whereas the main character-

istic of post-modernism is the loss of certainty over the ability of reason to

achieve universal objectives. Modernism bows to the idol of a rational human
agent, whereas post-modernism places the emphasis on the individual’s

peculiar and contingent characteristics and the limits of his rationality.

It should nevertheless be borne in mind that the relationship between

modern and post-modern is not based on negation alone. It is also a process

of accomplishment. Since modernism originates from criticism of the

transcendental metaphysics of tradition, its post-modern critics do nothing

but bring its premisses to their logical conclusions. The post-modern con-

dition is implicit in modernism. The post-modern critical spirit assumes the
form of ‘deconstruction’, by which dogmas are broken down through

exposure of the linguistic tricks behind which they hide. Post-modern phi-

losophers use deconstruction to free the modern spirit of the last remains of

metaphysics.

Post-modernism is not a philosophical system, in the same way that

Marxism and liberalism are. Rather, it is a far-reaching movement of

cultural renewal that involves the whole field of human activity. Thus

different theoretical systems and even opposing left and right political
approaches are formed within it, exactly as occurred with modernism.

It should therefore be thought of in the same way as, for example, the

Renaissance or the Enlightenment.

Let us now see how it works in the field of economics. Modernism

dominated the whole history of economic theory during the period when the

discipline was an up and coming science, from Smith to Arrow, without

excluding many more or less heterodox trains of thought, like Marxism, the

old Austrian marginalism, neo-Keynesianism, etc. Although there are pro-
found differences in the doctrines of the different schools, they all share the

following basic philosophical bearings:

(1) A humanist ontology of the social being; in other words, the conviction

that economics is a social science based on the behaviour of a rational

agent.

(2) A substantialist theory of value; that is, a theory which accounts for

value as an expression of an economic subject, which explains the
appearance of relative prices as an expression of fundamental

meanings created by man. These meanings are the human substance

that hides behind exchange relations.

(3) An equilibrium approach to the study of social structure. Since economic

reality is the result of the activity of many subjects, its structure reflects

the relations between those subjects. Since human actions are an

expression of Reason, relations between men cannot produce chaos.
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The idea of a rational social equilibrium expresses the conviction that

human activity creates social order.

(4) An optimistic metanarrative of the fates of humankind, that is, a theory

of history and politics that accounts for the subject’s capacity to mould

the world to satisfy a universal purpose conceived as the product of
Reason.

The two most ambitious modernist theoretical systems in economics are

neoclassicism and Marxism, two diametrically opposed currents of thought,

which however have in common all those four basic philosophical bearings.

Neoclassical metaphysics is founded on the notion of Homo oeconomicus,

an anthropological construct that can be reduced to three basic axioms:

atomism, egoism, and subjective rationality. Atomism means that the eco-
nomic agent is an individual whose preferences are formed without the

external influence of other individuals’ preferences, cultural models,

advertising, etc. Egoism means that individuals are moved by personal aims

steered exclusively by their own preferences, and which reduce to the quest

for their own welfare. Subjective rationality means that the individual is

endowed with perfect and complete knowledge, an unlimited capacity for

calculation and the ability to find the best means of achieving his ends. The

neoclassical approach is moved by the desire to show that an ideal social
order—a general economic equilibrium—can be achieved through the simple

unconditioned interactions of a set of social atoms that are both egoistic and

rational. These interactions take place in the market, so the ideal social

order is market equilibrium. The values of goods that derive from market

exchanges reveals a human substance, they express the rational choices

of agents and are always determined by the subjective evaluations of

consumers, including workers, viewed as leisure time consumers.

Marxist metaphysics is based on the concept of Homo faber, a collective
rather than an individual subject that is formed in productive co-operation.

Human reason acts through a ‘general intellect’ which organizes production

through capitalist enterprises. These are the realm of rationality. On the

other hand, in capitalist markets the force of reason is expressed in the form

of objective laws of competition that constrain agents to make efficient

choices. Through these laws, a division of labour prevails that imposes the

rigour of socially necessary labour, i.e. the efficient use of techniques and

human beings. The values of goods hide and express the substance of pro-
ductive labour. They do not depend generically on the work they contain,

but are instead ‘created’ by labour that is socially necessary to produce

goods.

As to meta-narratives, the neoclassical one takes the form of welfare

economics, an ambitious utopian model which, after a long process of

self-critical adjustment, has finally settled in the demonstration of two

fundamental theorems. The first establishes that no allocation can be more
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Pareto-efficient than that generated by competitive equilibrium. The com-

petitive market is perhaps not the best of all possible worlds, but there is no

better alternative to it. The second theorem, on the other hand, establishes

that it is always possible, under specified conditions, to achieve an efficient

allocation using competitive equilibrium. On this is based a concept of
politics according to which competition is the quickest road to efficiency so

that the state must act in such a way as to avoid interfering with the market,

except in those rare cases where the latter fails. In these cases, by determining

prices and transfers that imitate or correct market action, the political

authorities use reason to serve the aims of individual economic agents to

their best advantage. In this way politics becomes an instrument for

rationality, as it helps markets to achieve what individuals consider the best

of feasible worlds.
Marxist meta-narrative assumes the form of a theory of the laws of

movement of the capitalist mode of production. The law of increasing

relative poverty explains the tendency of the wage share to diminish in the

long term and the life conditions of the oppressed to worsen when compared

with those of capitalists. This creates the premisses for arousing the working-

class consciousness. The law of the falling rate of profit accounts for the

negative effects of accumulation on the profit rate trend, a process that

causes a gradual collapse of the propelling thrust of capital. This is accom-
panied by the further tendency towards increasingly exacerbated periodic

crises. In the end the breakdown of capitalism is so profound that the

awakened revolutionary consciousness is able to transform it into a crisis

that overcomes capitalism. In the meantime, the law of increasing concen-

tration and centralization of capital has widened the size of companies,

i.e. the social space within which productive rationality rules, to such an

extent that it will not be difficult to pass to a superior mode of production. In

such a new world, human subjects will cease to be dominated by the reified
reason of capital and will finally assume conscious control of their conditions

of life. This undoubtedly caricatured reconstruction of Marxian meta-

narrative aims to emphasize its intrinsically historicist characteristics: it is a

strong and optimistic philosophy of history that aspires to account for the

final fates of humankind as a process of self-revelation of human reason

through class consciousness.

All the analytical foundations of the two major modernist theoretical

systems have undergone ruthless criticism over the last thirty or forty years.
Game theory and the demonstration of the non-uniqueness of general

equilibrium have brought to light a disconcerting fact: that rational eco-

nomic agents can act in such a way that they are unable to determine their

social relations. In addition, the possibility that general equilibrium is

not stable shakes the conviction that a market made up of rational atoms

is strong enough to build a balanced and efficient social order. For good

measure, the prisoner’s dilemma and the free-rider problem lead to the
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conclusion that egoism can give rise to social outcomes in which individuals

are unable to pursue their own interests to the best advantage. Lastly,

Arrow’s impossibility theorem demonstrates that there may be social choice

functions which fail to satisfy some requisites of rationality, even in the

presence of rational individual rankings. This is a debâcle of neoclassical
meta-narrative: state action might be unable to help markets to achieve the

best of worlds. Even more devastating is the conclusion reached by Sen in his

demonstration of the impossibility of a Pareto liberal: in a world of utilit-

arian social atoms there may be no room to empower individuals with some

of the most elementary human rights. All this is accompanied by the results

of empirical and experimental research, which show that the basic axioms of

neoclassical theory are false. Individuals are endowed with bounded

rationality and rarely succeed in maximizing anything. Moreover, far from
being exogenous and primitive, their preferences are largely influenced by all

kinds of externalities and are formed quite endogenously. Finally, insofar as

egoism is concerned, it has now been established that individuals are often

moved also by altruistic ends, a sense of justice and ethical norms. Homo

oeconomicus just does not exist.

In the Marxist field, it has been demonstrated that at least three of the four

laws of movement, (the falling profit rate, increasing relative poverty and the

tendency of periodic crises to worsen), far from being general laws, are in
reality conjectures on the historical course which depend on ad hoc and

barely realistic hypotheses; in particular, on the hypothesis that capital

accumulation and technical progress make the capital–labour ratio increase

more than labour productivity. On the theory of value, research which began

with the ‘Sraffian revolution’ showed that the theory of labour value is

simply wrong and that, on that basis, it might not be possible to assert

simultaneously that value is ‘created’ by labour and all profit is ‘created’ by

surplus labour.
These critiques may not in themselves be disastrous, indeed they could be

used to change and improve the analytical apparatuses of the two major

systems. The post-modern condition has, however, induced many scientists

to interpret them as criticism of the foundations and to use them to bring

their metaphysical characteristics to light. Internal criticism thus becomes

a process for demolishing theoretical systems by exposing the dogmas on

which they are founded.

Since the neoclassical and the Marxist systems both lay claim to distant
but solid classical and indeed Smithian origins, the last thirty or forty years

of the history of economic thought could be referred to as a ‘post-Smithian’

revolution period. It is a revolution that endeavours to go beyond the

metaphysics of Homo oeconomicus and Homo faber; a revolution against the

absolute truths of modern economic science, which, nevertheless, aims to

exalt and free its critical spirit, that critical spirit which was already present

in Smith’s institutionalist soul and which his heirs have tried to suffocate.
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This revolution tends to assume two forms. On the one hand, and

apparently paradoxically, the languages and analytical techniques of modern

orthodox economics, rather than its convictions, have spread and

consolidated. This is the worst aspect of the post-Smithian revolution. On

the other, there has been a hitherto unseen proliferation of heterodox
approaches, in a process of babelish confusion of languages to which we shall

return later in this chapter. The critical and innovative aspect is the most

interesting of the post-Smithian revolution.

The first form may appear surprising, but it is a fact that neoclassic

language and method now virtually dominate the whole field of contem-

porary economic knowledge, having invaded some of the seemingly more

hostile territories: Keynesian, Marxist, and institutionalist. But how is this

possible, if the axiomatic foundations of neoclassical theory have been
shown to be ungrounded? The answer is that precisely the post-modern

attitude makes it possible. Deconstructors of modernist metaphysics do

not say that we can do without metaphysics; they merely say that we should

not place too much faith in it. Some metaphysical posits are inevitable for

postulating basic axioms, which, by definition, cannot be demonstrated

logically; they are necessary to construct analytical models. This may give

rise to a certain unscrupulousness over the realism of the hypotheses, which

are often assumed merely because they are convenient, and not because they
are judged to be true. Adopting an attitude that is unintentionally instru-

mentalist and conventionalist, contemporary neoclassical economists use a

language that is more and more analytically refined and formally elegant but

more and more devoid of interpretative capacity. Mannerism is in fact an

aspect of the post-modern discourse.

Similarly, some ultra-orthodox Marxists did not hesitate to resort to

accounting devices, like the introduction of a special numeraire called the

‘monetary measure of labour’ (to which we referred in section 11.3.3.) to
redefine certain Marxian concepts so as to continue using the language of

Capital without making any changes: ‘labour creates value’, ‘the profit rate

tends to fall’, etc. Their mannerism has arrived at the point of pretending to

say the same things said by Marx merely because they use the same words,

quite overlooking the fact that redefining words changes their meaning.

12.2. Sources of Contemporary Institutionalist and
Evolutionary Theory: Four Unconventional Economists

12.2.1. Karl Polanyi

There are four economists for whom we have not found the right place in the

panorama of contemporary economic schools: Karl Polanyi, Nicholas

Georgescu-Roegen, Albert Otto Hirschman, andRichardMurphyGoodwin.
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We have put them together because we are convinced that their resistance to

classification is a characteristic that unites and defines them more clearly

than might at first appear. And we have put them with the heretics as we

believe that, among the qualities that unite them, the taste for heresy is not

the least important.
We shall begin with Polanyi. Born in Vienna in 1886, of a Hungarian

father, he spent his youth in Budapest, where he studied law and was

politically and culturally active in radical-socialist circles. In 1919 he returned

to Austria where, in the incandescent climate of Rote Wien, he defined his

political leaning as a Labour-oriented Socialist. Here he worked as a writer

and journalist and made his first important scientific contribution by taking

part in the debate on economic calculation in socialism. With the advent of

Nazism he emigrated first to England and later to the United States. He
lectured in these countries between 1941 and 1944 and at the same time wrote

his major work, The Great Transformation. In 1947 he began teaching at

Columbia University. He died in 1964.

Polanyi is difficult to classify professionally; he was not a fully fledged

economist, historian, anthropologist, or social philosopher, but was a little

of each. His thinking was largely influenced by the anthropological studies of

Malinowski and Thurnwald. From his knowledge of primitive cultures, he

derived his conception of man’s eminently social nature and his organicistic
vision of archaic and pre-industrial societies as giving expression to the

realization of ‘natural and human substance’. A community’s organizational

structure serves to create social cohesion and human relations. These

relations are regulated by two basic principles of behaviour: ‘reciprocity’ and

‘redistribution’. The first consists in a form of exchange based on gift, the

second on mechanisms of resource transfer to a central authority and from

the latter to individual members of society. Exchange, intended in its modern

sense, was quite marginal in archaic societies. Markets are formed in the
interstices of great social aggregates and this shows that there is nothing

natural about them. Economic activity is embedded in a broader context of

social and cultural relations, through which it acquires significance as the

basis for material reproduction processes. But it is never significant in

determining the aims and motives of human action.

This idyllic view of ‘natural’ society lies at the base of the harsh critique

Polanyi addressed to industrial capitalism, or rather, to market economies.

In capitalism, economic activity becomes disembedded and the utilitarian
justification for human actions acquires significance. A so-called ‘self-

regulated’ market is created, in which the laws of supply and demand operate

with ‘absolute ferocity’ to exalt productive efficiency and destroy society’s

‘natural and human substance’. In Polanyi’s opinion, there is nothing

primigenial and pre-institutional about the market, whatever its free-trader

ideologists may say. The market is, indeed, a set of institutions. As such,

it cannot be set up without conscious intervention by the State authority.
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To be more precise, a ‘self-regulated’ market is one of the four fundamental

institutions on which modern capitalism is grounded. The other three are:

the Gold Standard system and related finance and banking apparatuses,

which regulate the production of money; the State’s constitutional and lib-

eral base, which regulates juridical relations; the balance of power system,
which enables the market and capitalism to expand worldwide. Polanyi,

incidentally, was one of the first theorists of capitalist globalization.

The latter three institutions play a decisive role in creating the ‘self-

regulated’ market. Nevertheless, the modern market develops only when the

three crucial ‘fictitious commodities’ of industrial capitalism are created:

labour, land and money. These things, by their very nature, are not com-

modities. Labour is none other than the expression of man’s social and

creative vocation. Land is another name for ‘nature’ and was certainly not
created by human activity. Money is merely a system of conventions. The

State, through regulatory and coercive intervention, creates the institutions

that regulate exchanges and determine the price of these three goods which,

precisely in this way, become commodities. There is very little self-regulation

in the ‘self-regulated’ market. It cannot be ruled out that the Marxian theory

of fetishism in some way influenced Polanyi’s analysis of ‘fictitious com-

modities’, but he developed this theme in a completely different direction

from that pursued by Marx. He did not hold that capital generates fetishism
by transforming everything into commodities in its drive towards self-

valorization. His humanistic and naturalistic approach prompted him instead

to criticise capitalism on account of its unnatural and dehumanizing nature.

In reality, to the extent that the birth of capitalism is explained as the con-

sequence of the artificial and intentional creation of the market and the three

fictitious commodities, capital is seen as a consequence rather than the origin

of fetishism.

Polanyi’s critique concentrated more on the market itself than on capit-
alism. Again, the Hungarian theorist’s analysis of social classes widely

differed from that of Marx. His organicist and functionalist conception of

social structure induced him to consider class interests and class formation as

processes generated by the interests of society and which might be either

functional or disfunctional to its cohesion. The Marxian dichotomic con-

ception of class relations, as governed by conflicting and basically irrecon-

cilable interests, is a far cry from his vision of the world. It follows that

Polanyi’s theoretical universe does not even contemplate a political philo-
sophy of revolution as a necessary course for overcoming capitalism.

Instead the famous ‘double movement’ doctrine was developed. If it is true

that ‘the market advances on the desertification of society’, it is likewise true

that its destructive thrusts generate defensive reactions. Faced with the

destructuring movement of the expansion and penetration of markets—

worldwide expansion, penetration in the human spirit—society protects

its cohesion by creating in turn associative apparatuses and bodies,
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organizations and institutions, to safeguard man’s social nature. Legislation

directed at protecting the environment and regulating use of the earth; the

Central Bank and its management of finance markets; antitrust regulations

and demand-management policies, implemented to stabilize the macro

economy; consumer protection agencies and associations; authorities dealing
with the protection and care of children and the elderly; trade unions and

civil associations that protect the interests of certain social categories; even

great industrial corporations: these are all forms of social action which

contribute to create that defence ‘movement’ with which society endeavours

to contrast the devastating effects of the advancing market.

Polanyi did not only criticize the capitalist market, he also made important

contributions to exposing the ‘fanaticism’ and ‘evangelical fervour’ of the

economic theories that justify it. Polanyi’s critique closely analysed and
subsequently demolished all economic schools with a liberalist leaning, from

the Ricardian to the neoclassical, and the Austrian school in particular.

Their negatively utopian nature was emphasized and, above all, their sur-

reptitious psychological foundations were brought to light. In a similar way

to Veblen, Polanyi accused the liberalist economists of naturalism, indi-

vidualism and formalism. But he was more interested than Veblen in the

ethical and political implications of those theoretical foundations. Never-

theless, it must be acknowledged that the humanist and solidaristic
anthropology which Polanyi used to counter the individualist anthropology

of the liberals appears no less metaphysical.

The most important contribution made by Polanyi’s thinking, at least

insofar as economic theory is concerned, is his criticism of the concept of the

market as a natural entity. The idea of the market as an institution, a system

of social relations created artificially and regulated by the institutions, was to

become a fundamental divide between evolutionary neo-institutionalists, on

the one side, and utilitarians and contractarians on the other. Whereas the
latter start from the theory that ‘in the beginning there were markets and

egoistic atoms’, the former, following in the wake of the Hungarian scholar,

are able to say, ‘in the beginning there were institutions and social relations’.

12.2.2. Nicholas Georgescu-Roegen

Georgescu-Roegen, after beginning his career in Romania as a mathematical

statistician, started his economic studies in 1934–6 at Harvard, where he was

a student of Schumpeter. The first phase of his economic work focused on

consumer theory, input–output analysis, and the theory of production.

In this phase he published the fundamental articles ‘The Pure Theory of

Consumer Behaviour’ (1936) and ‘Choice, Expectations and Measurability’
(1954).

The first article dealt with the problem of integrability in the theory

of demand and produced a devastating result for the neoclassical school.
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The orthodox analysis of demand is founded on the theory of consumer

behaviour which, in turn, is based on the assumption that the consumer is a

rational subject who maximizes a utility function—either cardinal or

ordinal—under a budget constraint. It matters little that this assumption

cannot be verified empirically, as the neopositivist epistemological statute
from which the system draws scientific legitimation would require. After all,

no science, even natural science, can do without its axioms or so-called

theoretical terms. What is important is that these terms allow for a suitable

empirical interpretation that confers relevance and realism to the construct

in which they appear. Now, assuming that the propositions deriving from the

consumer theory can be confirmed or are indeed confirmed by empirical

observations, can it be concluded that the consumer is a subject who chooses

in such a way as to maximize a utility function? Here lies the essence of the
‘mysterious’ problem of integrability, an issue that has long been exorcized

and finally cast aside as a false problem by the neoclassical mainstream.

Well, in his 1936 article, Georgescu-Roegen demonstrated that the integral

curves of the differential equation that expresses the consumer equilibrium

condition—an equation that equates the marginal rate of substitution to the

price ratio—do not necessarily represent the consumer’s indifference curves.

Only when preference transitivity is postulated can it be demonstrated that

the two types of curve coincide. This means that it is not as a rule possible to
trace back to the (ordinal) utility function starting from observation of the

consumer’s market choices. Vito Volterra, the Italian mathematician, had

already perceived this in 1906, when he reviewed Pareto’sManuale, although

he was unable to demonstrate it.

In his article of 1954, Georgescu-Roegen showed that if consumer’s

preferences are lexicographic, the indifference curve does not exist. It is

therefore impossible to construct a utility function from which to extract the

familiar demand curve. Although the notion of lexicographic ordering
(so-called because it recalls the order in which words are listed in a

dictionary) was already implicit in the works of Cantor, Hausdorff was the

first to use it in scientific language in 1914. It made its appearance in eco-

nomics in the very early ‘fifties in the works of W. Gorman and G. Debreu,

who did not, however, consider it of any great significance. When referred to

baskets consisting of only two goods, lexicographic ordering can be

expressed as follows: basket x is preferred to basket y, if x1> y1 or if, when

x1 ¼ y1; x2 > y2. It is easy to see that with this kind of rankings, it is
impossible to build an indifference curve endowed with the usual properties.

In demonstrating the general case (with baskets containing n goods)

Georgescu-Roegen was able to point out the ‘ordinalist fallacy’ inherent in

the neoclassical consumer theory: despite appearances, the ordinalist

approach is not substantially different from the cardinalist, and therefore

the movement from the latter to the former would not constitute a real

theoretical advance, as Robbins and others had believed.
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On another research front, three contributions deserve a mention. One

concerns the non-substitution theorem, which Georgescu was the first to

discover. The other two concern two of the most intractable problems

of macroeconomic dynamics, those of non-linearity and discontinuity, prob-

lems which he dealt with in ‘Relaxation Phenomena in Linear Dynamic
Models’ (1951). In this article, on the basis of an innovative application of

the theory of oscillations, Georgescu produced a fundamental result for the

study of regime changes.

The second phase of Georgescu’s scientific work began with the famous

1966 methodological essay, Analytical Economics: Issues and Problems,

a book that contains a pitiless criticism of ‘standard economics’. The main

accusation was of having reduced the economic process to a ‘mechanical

analogy’ and of having confined economic theory to the sphere of
applicability of rational mechanics. The proposal advanced was that of a

new alliance between economic activity and the natural world, a proposal

which in the following years was to become his ‘bioeconomic programme’.

The keystone of this ambitious programme was to be found in the

entropy law, ‘the most economic of the physical laws’, consideration of

which induced Georgescu to study the survival conditions of humankind.

Moving along the borders between economic and thermodynamics, in the

book The Entropy Law and the Economic Process (1917) Georgescu
formulated a new law, the ‘fourth law of thermodynamics’, concerning the

impossibility of perpetual motion of the third type, defined as a closed

system capable of carrying out work indefinitely at a constant rate.

The economic implication of this law consisted of the rejection of the

‘energetic dogma’, a dogma according to which ‘only energy counts’, with

no consideration for the ‘material’. This line of thought later ended up in

the ‘funds and flows’ model presented in Energy and Economic Myths

(1976). This model was a radical alternative to the model of the pro-
duction function as well as to the model of activity analysis, both judged

as incapable of accounting for the role played by the time element in

productive activity. Recently, the funds and flows model has been

receiving increased attention from theoretical economists and analysts of

productive organization. Finally, we will mention the long introductory

article Georgescu wrote in 1983 to the English edition of Gossen’s famous

book, The Laws of Human Relations and The Rules of Human Action

Derived Therefrom, an essay which is much more than a splendid intel-
lectual biography, and which demonstrates not only the depth and

breadth of Georgescu’s knowledge of economics but also his extra-

ordinary ability to go beyond the narrow limits within which economic

discourse is often confined by official science. This may help us under-

stand the generalized fin de non-recevoir of the profession in regard to

Georgescu’s critical message, the message of an author who can not easily

be confined within a rigid school of thought.
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12.2.3. Albert O. Hirschman

The other great master of the contemporary liberal left in America is Albert

Hirschman. He received his degree in 1937 at Trieste, where he began

working on statistical demography and the Italian economy. In his first

book, National Power and the Structure of Foreign Trade (1945), he dealt

with historical and theoretical aspects of the relationship between national

power and the structure of foreign trade, with explicit reference to the

policies of Nazi Germany. Already in this work Hirschman had taken up a

critical position in regard to several of the theoretical foundations of the
dominant economic doctrine; he continued to develop his own arguments by

making use of the analytical instruments of orthodox theory, but almost as if

he wished to demonstrate their potential for alternative cognitive objectives.

In The Strategy of Economic Development (1958), one of his most important

books, and in Journey toward Progress (1963), Hirschman proposed a really

heterodox analysis to tackle the problems of developing countries. The

Strategy focused on the ‘search for the primum movens’, or the historical,

psychological, and anthropological conditions for economic development.
The conclusion was that development is possible even with scarce natural

resources; that, in appropriate conditions, productive abilities can be learned

by the whole population; and that it is not true that savings can be chron-

ically insufficient, nor entrepreneurial abilities. More important is the fact

that development depends on the ability to mobilize hidden, dispersed, and

badly utilized resources and capabilities. Hirschman’s development analysis

is centred on observation of social and political aspects of growth, a line of

research that found its full expression in the remarkable collection of articles
A Bias for Hope: Essays in Development and Latin America (1971).

In 1977 Hirschman published The Passions and the Interests, an important

book on the history of ideas which reconstructed the long sequence of

thought which, initiated by Machiavelli, led to the seventeenth-century

doctrine of the predominance of interests over passions. In the Theory of

Moral Sentiments, Smith had placed the non-economic impulses at the ser-

vice of economic ones, making them lose the specific autonomy they had

previously enjoyed. Then, in theWealth of Nations, his analysis was founded
on the idea that men are mainly motivated by the desire to improve their

economic conditions. Subsequently, his utilitarian followers developed the

idea that even ‘sympathy’ and other moral sentiments are themselves

definable in relation to self-interest. This was the beginning of modern

political economy: a great intellectual conquest which was, however, to bring

with it a significant restriction of the field of investigation as well as an

impoverishment in the conception of human nature.

Here is the first strong thesis of Hirschman’s thought: it is necessary
gradually to complicate the economic discipline, which, so far, has been based

on over-simplified assumptions. Such a criticism is mainly directed towards
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neoclassical theory, but does not spare many alternative approaches, from

Keynesian to institutionalist, fromMarxist to neo-institutionalist. A constant

characteristic of Hirschman’s work is his refusal to respect the traditional

limits of the discipline—a characteristic that has been transformed, over time,

into the art of violating frontiers. This is the central message of Essays in

Trespassing: Economics to Politics andBeyond (1981), a bookwhich contains a

strong invitation, specifically addressed to economists, to take into consid-

eration those human actions and kinds of behaviour which cannot be reduced

to the traditional notion of ‘interests’.

In Shifting Involvements (1982), Hirschman focused on the problem of the

oscillations of human commitment between the private and the public

sphere. Finally, in ‘Against Parsimony: Three Easy Ways of Complicating

Some Categories of Economic Discourse’ (1984) he again took up the subject
of the complication of the economic discourse. This complicating process

should occur by means of the introduction, into the scope of the discipline, of

two fundamental modalities and two inherent tensions of the human con-

dition. The former were ‘self-reflection’ and the ‘voice’, the protest, with

which Hirschman had also concerned himself in Exit, Voice and Loyalty:

Responses to Decline in Firms, Organizations, and States (1970). The latter

concern the distinction between ‘instrumental’ and ‘non-instrumental’

modes of behaviour and that between personal interest and public moral-
ity. In this way, the economic problem would be removed from simplistic

orthodox reduction to the principle of constrained maximization.

12.2.4. Richard M. Goodwin

The other great heretic of this generation of economists is Richard M.

Goodwin, the ‘deviant Marxist’, as he defined himself. He received his degree

at Harvard in 1934, and was converted to Marxism under the pressure of the

economic events of the great crisis; then he studied with Harrod at Oxford,

where he read the proofs of the General Theory, which fascinated him. He

returned to Harvard in 1938, and followed the lectures of Schumpeter and

Leontief. There he took a Ph.D. in 1941, and taught physics and applied
mathematics until 1945 and economics until 1950. Later he emigrated to

Europe, where he taught in England and Italy. Marx and Schumpeter were

his great spiritual fathers, as he himself acknowledged: ‘only Marx had

understood the truth . . . only Schumpeter had taken Marx seriously’, he

wrote in the preface to the Italian edition of Essays in Economic Dynamics

(1982, pp. 12–13). This book contains the best of Goodwin’s contributions to

the theory of economic dynamics. Another book, Essays in Linear Economics

(1983), contains the best of his work in the field of multi-sector linear
modelling. Here we shall mention the most important of these articles.

In the field of the business cycle, it is worth mentioning ‘The Non-Linear

Accelerator and the Persistence of the Business Cycle’ (1951), in which he
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tried to solve a fundamental problem of cycle theories based on the

interaction between the multiplier and the accelerator: that of their

‘non-persistence’. Goodwin understood that this problem was essentially

connected to the linearity of the models, and solved it by introducing

non-linearity, obtaining a motion determined by relaxation oscillations: the
economy expands until it reaches full employment or full utilization of

plants; then it relaxes and enters into a depressive phase, in which it will

remain until a zero level of gross investments is reached.

Even more important, perhaps, was the model formulated in ‘A Growth

Cycle’ (1967), in which Goodwin used Volterra’s equations to formalize

Marx’s cycle theory. The philosophy is that the main cause of economic

fluctuations lies in the relationship of conflict and dependence which ties

together the two fundamental social classes of the capitalist economy,
workers and capitalists. Each of these wishes to increase the size of its own

slice of the cake. But the rules of the game prescribe that neither can take the

whole cake. Neither of the two slices can increase indefinitely at the expense

of the other. In the long run they will be constant; in the short run they

oscillate. The mechanism ensuring the oscillation is made up by the negative

effects that an increase in the wage share has on investments and the negative

effects that a reduction in investments has on employment.

These two articles, respectively, reveal the Harrod–Keynesian and
Marxian components in Goodwin’s intellectual background. The Schum-

peterian component is present in another work, ‘Innovation and Irregularity

of Economic Cycles’ (1946), in which the theoretical message, according to a

recent reinterpretation, lies in the demonstration of the ‘resonance’ effect

that the irregularity of innovative investments would give to cyclical move-

ments. In ‘Dynamical Coupling with Special Reference to Markets Having

Production Lags’ (1947), Goodwin attempted to account for the coexistence

of cycles of different length, by coupling equations of the business cycle with
equations of the building cycle. More recently, he has used dynamic coupling

to graft a Marxian short-run cycle onto a long-wave movement, explaining

the latter in a Schumpeterian manner, that is, in terms of basic innovations

and their tendency to appear in bunches.

As to Goodwin’s other major research area, that inspired by Leontief ’s

influence, the two works which seem to us the most important are: ‘The

Multiplier as a Matrix’ (1949), an article followed by another two on the

same subject, and which gave rise to an interesting debate in the early 1950s;
and ‘Static and Dynamic General Equilibrium Models’ (1953), where

Goodwin tried to introduce into Leontief ’s model an original tâtonnement

process capable of generating small oscillations.

Goodwin has sometimes been criticized for being eclectic, a criticism

which seems to be quite unjustified. It is true that he has been influenced by

authors of the most diverse theoretical schools. But it is also true that he has

endeavoured to bring to light some important characteristics these authors

474 a post-smithian revolution?



have in common: the view of capitalism as an intrinsically unstable dynamic

system, awareness of the insufficiency of traditional static and equilibrium

analysis as instruments to understand the laws of movement of that system,

the acknowledged centrality of the behaviour of collective economic agents,

and the associated judgement of irrelevance in regard to microeconomic
analysis. It is also true that his research has been constantly dominated by

the need to integrate ideas from those authors into an organic view. The real

problem is that his research has not reached the form of a complete theor-

etical system. But this is a problem of all contemporary post-Keynesian and

post-Marxist theoretical approaches. Goodwin’s work is however making a

fundamental contribution to these research programmes.

12.3. Approaches to Institutional Analysis

12.3.1. The ‘new political economy’ and surroundings

Under the term ‘new political economy’ it is usual to include a mixed group

of areas of study, from public choice to new institutional economics and

from behavioural economics to the economics of property rights. These are
research areas that have emerged and been consolidated during the 1970s.

They vary in the emphasis they place on various arguments, but they are

united in an ambition to go beyond the limits placed by conventional theory

on the analysis of economic effects of institutions.

Conventional theory tries to explain the choices of economic agents, their

interaction, and the ensuing aggregate results under a double order of

assumptions. The first is that the ends and motivations of human actions

are exogenous and given a priori and take the form of a function to be
maximized under constraints. The second concerns the legal-institutional

structure in which individuals make their choices. The basic hypothesis here

is that even such a structure is exogenous, that is, a datum which conditions

the choices but is not conditioned by them. It is true that some variants have

been formulated which loosen the rigour of these hypotheses. In ‘search

theory’, for example, the assumption that the set of alternatives is given

a priori is replaced by one for which new alternatives can be generated by a

search process, the cost of which is, however, known a priori. In still other
variants, it is assumed that the consequences of the alternatives delimiting

the range of choices are not known with certainty; yet, the decision-maker

possesses a joint probability distribution of the results, so that his problem

becomes one of maximizing expected utilities. These, however, are attenua-

tions which do not modify the nature of the basic hypotheses about agents’

behaviour.

The new political economy endeavours to study the properties of altern-

ative legal-institutional configurations. In this way it offers a guide to those
who are interested in constitutional change. While orthodox economics
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examines choice under predeterminate constraints, and therefore aims at

serving the policy-maker who operates within a given context, the new

political economy examines the choice of the constraints, directly addressing

the constituent assemblies. Monetary policy can be used as a clarifying

example. The new political economy is interested not so much in establishing
whether monetary expansion or restriction is required to achieve stabil-

ization in a particular context. Rather it is interested in evaluating the

properties of alternative monetary regimes (policies inspired by fixed or

discretionary rules; money which derives its value from the power of the

State or from a good; and so on).

The new political economy can be seen as a resumption, in modern guise,

of an old Smithian project, for which the analysis of market functioning was

only a necessary stage towards a much more general goal: to demonstrate
that market efficiency constitutes a normative argument in favour of a given

institutional structure. According to the interpretation of James Buchanan,

Gordon Tullock, and Friederich von Hayek, the main exponents of this

stream of thought, Adam Smith was basically concerned with comparing

different institutional structures. His proposal of a ‘minimal State’ emerged

as a solution from the comparison of the advantages and disadvantages of

each alternative. Thus, according to these scholars, the hegemony of neo-

classicism is responsible for a discontinuity produced in economic science.
The creation of welfare economics as a branch of study with a certain

autonomy meant that the economic study of institutions was relegated to

that field, in which it was undertaken, not in terms of comparative analysis,

but in terms of efficiency. So, even the normative reaction against excessive

diffusion of laissez faire was carried out in terms of ‘market failures’ rather

than of comparison of different institutions.

12.3.2. Contractarian neo-institutionalism

The foundation of the Journal of Law and Economics in 1958 sanctioned the

birth of a fruitful association between the faculty of law and the faculty of

economics at theUniversity ofChicago. Itwas the beginning ofAmericanneo-
institutionalism. The new stream of thought was stimulated by a simple

observation: that relationships among economic agents, in modern capitalist

societies, are regulated by an interweaving of institutional mechanisms that

are much more complex and articulated than those considered by the tradi-

tional model of perfect competition. Society is controlled by sophisticated

legal systems which give rise to property rights; to criteria for the allocation of

common-ownershipgoodsand theprovisionofpublic goods; and to long-term

contractual relationships capable of encouraging the maintenance through
time ofmonopolistic or collusive structures. The aimof this branch of research

was to analyse such a dense intermeshing of institutional facts, to study its

conditions of efficiency, and to give a microeconomic justification to it.
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On the basis of these objectives, contractarian neo-institutionalism

developed two approaches: ‘process oriented’ and ‘end-state’. The former

claims that in expressing valuations, attention should be paid to the delib-

erative process and not to the end result. Correct application of a procedure

is considered sufficient to achieve a correct result. This is tantamount to
saying that the process justifies the result and not vice versa, as it is the case

with the end-state approach. Many ‘minimal State’ theorists took this stance,

the most famous of whom was American philosopher Robert Nozick.

In Anarchy, State and Utopia, of 1974, Nozick held that the market is the sole

justifiable mechanism for allocating resources because the market alone

is compatible with protecting negative freedom, i.e. freedom intended as

absence of restraints. On the other hand, negative freedom is the only con-

ception of freedom that liberal society can and must uphold. In judging State
intervention in economics two consequences emerge: the first is that no

individual should be worse off than he would be without State intervention.

The second is that market outcomes cannot be morally evaluated, since none

of the participants in the market game can be held responsible for having

‘wanted’ the outcome.

Nozick used the following example to illustrate his views in debates on the

economic theories of justice. If a vast number of individuals decide of their

own free will to pay a given amount of money to see an artist’s show, nobody
can rightly object to the ensuing distribution of income, even if the result is

that the artist becomes immensely rich. This is a modern variation of Locke’s

celebrated claim that ‘by agreeing to use money’ individuals end up by

agreeing to any ensuing distribution of income. Clearly, such a position is

anything but sound from a philosophical viewpoint, for even if market

agents cannot be held responsible for market results, this does not mean that

they cannot be held responsible for not remedying the situation. Nozick’s

example merely shows that some subjects prefer to pay a given price rather
than miss the show. But it would be a non sequitur to assert that they prefer

the ensuing distribution of income; and this for the obvious reason that the

latter is an option that is not part of the individuals’ choice set. Since one is

concerned here with an aggregate result, a given income distribution can be

‘chosen’ only through a collective decision.

The second approach (end-state) developed within the philosophical

perspective of neo-contractualism, which is associated, as recalled in

chapter 10, with the pioneering contribution made by John Rawls in 1971.
Here the main idea is that it is the final outcomes of allocative mechanisms,

rather than the procedures, which must be put to trial on the basis of pre-

established evaluation criteria.

The aim of the end-state approach is to explain the institutional set-up of

a society by means of a model which justifies the constitution and its

operation, not only in terms of economic efficiency, but also in terms of a

consensus based on individual rationality. The contractarian approach deals
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with the interactions among economic subjects in an explicit way. Therefore,

abandonment of the neoclassical category of perfect competition, intended

as competition between isolated individuals who act under parametric con-

ditions, is deeply rooted in this approach, as is the resumption of the original

classical concept of competition as rivalry between interacting individuals.
Another important result of the end-state approach was the introduction

into economics of problems that neoclassical economists had dismissed from

their field of study. Institutions such as the moral rules of social life, long-

term contracts, authority relationships and reputation had long been con-

fined to the research fields of other disciplines, moral philosophy, sociology,

law, and political science. Neo-institutionalism helped to put these questions

back on the economists’ agenda.

When facing a situation of ‘market failure’, the contractarian attempts a
solution by assuming that agents are able to organize their own social life

according to a conscious plan. The ‘planners’ have the job of ‘redesigning’

society and its institutions in such a way that all the actions are directed

towards known ends.

In this context important contributions have been made by L. Hurwicz in

The Design of Mechanisms for Resource Allocations and J. Geanakoplos and

H. Polemarchakis in Existence, Regularity and Constrained Suboptimality of

Competitive Allocations when Asset Market is Incomplete. The interesting
‘discovery’ made in the latter is that in economies with incomplete markets

the general equilibrium is as a rule not only suboptimal but also constrained

suboptimal. This implies that a ‘planner’ is able to ‘do better’ than the

market. That an omniscient planner can ‘do better’ than the market, when

the latter is incomplete, had already been known for some time. But the new

point of view suggests that in economies where the absence of markets is

the cause of serious inefficiencies, the State can make good the deficiency

by creating an economic structure that is less incomplete. The research
programme on market failures has served to bring to light a common

problem underlying all failures: the tendency of self-interested agents to act

uncooperatively in situations where, conversely, co-operation is necessary

for both mutually advantageous exchanges and an efficient allocation of

resources. As J. Stiglitz summarized in The Economic Role of the State, the

market institution is not in a position to ensure the co-operative behaviour of

those who operate in it; consequently, intervention by another institution is

necessary. To be able to demonstrate, on the basis of the market failure
argument, that there is room for public intervention, is a necessary condi-

tion, albeit not sufficient, for legitimizing public intervention from an eco-

nomic point of view. What is additionally required is that the government

should be in a position to realize, at a ‘reasonable’ cost, what the market

forces are incapable of achieving. This is the tenor of the theoretical system

that studies ‘government failures’, authentic battle horse of the public choice

School founded by James Buchanan and Gordon Tullock. In their classic
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work, The Calculus of Consent, written in 1962, the two scholars expounded

on English philosopher, H. Sidgwick’s warning:

It does not of course follow that wherever laisser faire falls short governmental

interference is expedient; since the inevitable drawbacks and disadvantages of

the latter may, in any particular case, be worse than the shortcomings of private

enterprise. (1883, p. 414).

The school’s declared intention is to demonstrate that while the invisible

hand of the market fails to transform private vices into public virtues,

the visible hand of the State does not necessarily succeed in transforming the

government’s vices into public virtues.
Now, what are these ‘government vices’? There are several. One is

bureaucracy: the bureaucrat, whom we can never do without, is interposed

between the citizen and the ruler, and succeeds in advoking part of the

surplus to himself. Another is rent-seeking costs which, since they are

sustained to maintain rent positions, are not productive. Then there are the

so-called internalities: the punishment and reward structures within non-

market organizations enter the government agency’s utility function gener-

ating distortive effects on resource allocation. Lastly, there is the essentially
problematic nature of each collective choice rule: just as the various

impossibility theorems demonstrated, any collective decision mechanism is

either efficient but dictatorial or democratic but inefficient.

The general framework of the Public Choice school is in line with the

European (Continental) tradition of public finance of the last decade of the

nineteenth century, a tradition which numbered among its most important

members the Italian economists Pantaleoni, De Viti de Marco, Mazzola, and

Montemartini and the Swedes Wicksell and Lindahl. In Limits of Liberty:

Between Anarchy and Leviathan (1975), one of his most wide-ranging works,

Buchanan studied the economic organization in a society of free individuals.

His aim was to arrive at an economic constitution based on individualistic

principles, where the ‘constitution’ is a set of rules agreed upon beforehand

and according to which all the actions in the post-constitutional phase would

be undertaken. Buchanan’s economic constitutionalism is contractarian in

the sense that the rules on which it is based presuppose consensus. It is

important to note that, from the constitutionalist point of view, welfare
economics should be (in the words of Schotter, The Economic Theory of

Social Institutions, p. 5) ‘the study of the welfare aspects of comparative

social institutions’, and not the discipline which studies the conditions for the

optimal allocation of resources in a given institutional setting.

12.3.3. Utilitarian neo-institutionalism

The version of neo-institutionalism which we call ‘utilitarian’ is substantially

different from the contractarian one. It is still firmly linked to the utilitarian
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philosophical approach, even though it has rid itself of much of the

ingenuousness in J. Bentham’s original formulation. Douglas North initiated

this theoretical project, to which he assigned the task of correcting and

extending the explanatory capacity of neoclassical theory to explain the need

of economic institutions. In what way can this theoretical system be said to
move within the neoclassical domain? North replies to the query in

‘Institutions and Economic Theory’, where he says that the approach

begins with the scarcity hence competition postulate; views economics as a theory of

choice subject to constraints; employs price theory as an essential part of the analysis

of institutions; and sees changes in relative prices as a major force inducing change in

institutions (p. 4).

And in which sense does it go beyond neoclassical theory? In the sense that

in addition to amodification of the rationality postulate, it adds institutions as a critical

constraint and analyzes the role of transaction costs [ . . . ] It extends economic theory

by incorporating [agents’] ideas and ideologies into the analysis, modelling the political

process as a critical factor in the performance of economies, as the source of the diverse

performance of economies, and as the explanation for the ‘inefficient’ markets. (p. 4)

A field of study where this version of neo-institutionalism has been widely

applied in the last fifteen years is that of the theory of the firm and markets.

Why do firms exist? And why is there such a great variety of types of firm,
hierarchical structure, size, product diversification, and ownership structure?

This is not an idle question, given that, conceptually speaking, a market

economy could exist with well-developed product specialization even without

firms. In fact, the division of labour does not necessarily imply the existence of

firms.Why does the firm appear as an institution if, according to the model of

perfect competition, the market is able to ensure allocative efficiency?

The problem was posed explicitly for the first time by Ronald Coase in

‘The Nature of the Firm’ (1937), where he observed that the market has
use costs which must be taken into consideration together with the costs of

production. When the former rise above a certain level, the market enters

into crisis and is replaced by the firm. In other words, the firm is an

alternative to the market if information acquires value, as the market is an

inefficient means of collecting and controlling information.

Coase’s initial ideas have subsequentively been taken up by Oliver

Williamson, who has used them to construct a transaction-cost approach to

the theories of markets and firms. The transaction-cost approach was first
laid out in Markets and Hierarchies: A Study in the Economics of Internal

Organizations (1975) and later generalized in The Economic Institutions of

Capitalism (1985). Williamson distinguished between ex ante and ex post

transaction costs. The former are identified by the traditional category of the

use costs of the market, while the latter are those arising in the phase of

enforcement of a transaction and are caused by circumstances which are not

regulated in advance by the contract. The level of costs is determined by the
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transaction characteristics, for which Williamson has identified three main

dimensions. The first is specificity: a specific investment is required by one or

both parties to the contract in order for the transaction to take place. The

second dimension is frequency: for example, the repeated use of a habitual

supplier allows for a marked reduction in costs such as those due to quality
control. The third dimension is uncertainty: the more uncertain the exchange,

the more detailed will the contract have to be.

In conclusion, transaction costs cannot be reduced to market use costs,

nor exchanges to market exchanges. It is possible, for example, to speak of

transaction costs in regard to the resources used to regulate the enforcement

of employment contracts. Transaction costs are classified by Williamson into

those required for co-ordination (necessary to reach an agreement among

the contracting parties) and those required to cope with contract uncom-
pleteness. With this conceptual framework Williamson has been able to

explain in detail various organizational stages the firm has passed through,

from the classical Marshallian form to the large modern conglomerates.

An internal criticism of the theory of transaction costs has been put

forward by Harold Demsetz in Economic, Legal and Political Dimensions of

Competition (1982). Demsetz’s central question was: why do firms sometimes

produce their own inputs and at other times find it convenient to buy them

from other firms? The question has to do not so much with the substitution
between markets and firms as with the level of centralization of managerial

co-ordination within and among firms. The more a firm produces internally

the inputs it needs, the more centralized is its managerial co-ordination

system. Demsetz observed that an increase in transaction costs does not lead

to a substitution from market to managerial co-ordination, as the theory

of transaction costs would imply. What happens instead is the replacement

of managerial co-ordination in numerous but small firms by managerial

co-ordination within a few large-scale firms.
Firms buy inputs when it is more convenient than producing them

themselves. Although transaction costs are an element of the acquisition

cost, it is only one element. According to Demsetz, emphasis on transaction

costs has contributed to obscure the picture by implicitly maintaining that all

firms are able to produce goods and services equally well. On the contrary,

it is a fact that different firms are not perfect substitutes in the production of

goods; so that a firm may find it convenient to produce its own inputs even if

transaction costs are zero and administration costs positive. Basically, the
confusion derives from the fact that, while it is assumed that the information

for transaction purposes has a price, it is taken to become free when used for

productive purposes.

Demsetz’s approach can be considered as a natural development of the idea

of the firm as a ‘team production function’, an idea Alchian and Demsetz had

put forward in ‘Production, Information Costs and Economic Organization’

(1972). In this article it is argued that the firm originates from a particular
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type of ‘market failure’: markets are not able efficiently to organize ‘team

production’ because they are not able to supply sufficient information to

evaluate the contribution of the single factors involved in production. If one

worker’s contribution cannot be distinguished from another’s, it is difficult to

establish to whom any variation in output is attributable. The remuneration
of factors can therefore no longer be based on the marginal productivity of

single inputs. It must be based on the joint product. However, in this case,

each worker is encouraged to act opportunistically, as a free rider, by putting

a suboptimal amount of effort into his work. The end result is productive

inefficiency. Alchian and Demsetz suggested that a possible solution to the

problem is to appoint one member of the team to act as supervisor, entrusting

him with the task of controlling the individual subjects and fixing their

remuneration. But then another problem arises: how can the supervisor be
prevented from conniving with othermembers of the team, neglecting his own

duties? The two scholars have an answer to this dilemma too; the supervisor

should be entitled to dispose of the residual income, in other words, of what

remains when all the inputs have been remunerated. Since opportunism

reduces profits, it is in the supervisor’s interest to fight it. In conclusion, since

the owner is the subject entitled to receive the residual income, the most

effective controller is the owner of the firm.

Besides the transaction-cost approach, the other large research area in
which utilitarian neo-institutionalist has developed is that of property rights

theory. The double aim of this theory, as Alchian and Demsetz pointed out

in ‘The Property Rights Paradigm’ (1972), is, on the one hand, to compare,

in regard to efficiency, the consequences that alternative property structures

can have on social allocations and, on the other, and in a rather more

demanding way, to explain, on the basis of a criterion of efficiency, which

structure of property rights is endogenously determined.

The basic idea underlying this research is that, in the exchange relation-
ships of goods and services, it is not the goods and services themselves that

procure satisfaction (or utility) and that give meaning to the exchange. What

really counts is what the subjects have the right to do once they have entered

into possession of the goods and services. This leads to a view of exchange as

exchange of property rights: the value a subject attributes to a resource

depends on the property rights it enables him to command, taking account of

the fact that a property right includes a right to residual earning and a right

to residual control. Thus, the research aims at explaining the development of
different types of property rights through time, and at answering questions

such as: How does the nature of the rights an individual has at his disposal

influence his behaviour? What is the explanatory value of alternative models

of property rights? Finally, and more specifically, how is it possible to explain

the emergence of the firm as an alternative institution to the market by

resorting to the category of property rights? In Demsetz’s original

formulation, the structure of rights that exist in the capitalist firm is a
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reflection of the transaction costs caused by information asymmetries and

the idiosyncratic nature of the actions through which individual perform-

ances materialize. The most recent theory of property rights has tackled the

problem of the factors on which the optimal structure of property rights in

the firm depends.
S. Grossman and O. Hart and O. Hart and J. Moore started from a

different premiss: the firm is no longer seen as a nexus of contracts and a way

of solving the problem of transaction costs, but rather as a set of activities,

capital goods and competences that are essential to the production process.

The point is that individuals and capital goods are heterogeneous and cannot

as a rule be substituted for each other. Complementarity among individuals

and capital goods is therefore frequent and gives rise to ‘technological

interdependence networks’. A subject may be endowed with such vast know-
how and skills as to be indispensable to the firm. It follows that this subject

should be the owner of the firm. One particular merit of the theory of

Grossman, Hart and Moore lies in its ability to explain the emergence and

sustainability of forms of business other than capitalist firms, as for example,

co-operatives; which is tantamount to saying that the capitalist form of

business is not the ‘natural’ form.

Along the same line of thought, H. Hansmann put forward a theory of

business ownership based on minimizing the total costs of bargaining and
ownership. Hansmann’s theory is grounded on the observation that trans-

actions between economic agents can be regulated either by contract or by

authority relations. Both methods of regulation entail specific costs: bar-

gaining costs in one case, ownership costs in the other. In addition, there are

different classes of stakeholders: workers, suppliers, customers, managers,

shareholders, public authorities. Hansmann’s theory is that the ownership of

a firm should be attributed to the class of stakeholder that demonstrates its

ability to minimize the sum of bargaining and ownership costs.
One area of research where the utilitarian neo-institutionalism approach

has produced copious results is the so-called ‘agency’ theory. Reflecting on

the consequences of the separation between ownership and control of the

modern firm, M. H. Jensen and W. Meckling brought to light a new type

of relationship between owners and managers: the ‘agency’ relation. Here,

a subject, the agent, undertakes, against payment, to carry out actions in the

interests of another subject, the principal. In the specific case of a firm, the

‘principals’ are the owners, the ‘agents’ are the managers. The latter might
well be tempted to maximize their objective function, which as a rule does

not coincide with the owners’. Since it is impossible for the latter to fix all the

managers’ obligations contractually and to control their actions, the only

way out of this moral hazard problem is to define suitable incentive con-

tracts. It is therefore a question of identifying a bonus and punishment

scheme that will stimulate the agent to pursue the principal’s interests.

Obviously an incentive contract will entail specific costs.
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‘Agency’ costs come under a new category that differs entirely from the

transaction costs category. As A. Shleifer and R. Vishny demonstrated,

‘agency’ theory has made business scholars pose the problem of designing an

appropriate corporate governance structure, intended as a set of organiza-

tional, legal and cultural instruments, on the basis of which the owners of the
firm can secure the highest possible return on their investment. Beginning

from the important distinction between formal authority (exercised by those

holding rights of ownership) and substantial authority (held by those

controlling strategic decisions and, consequently, utilization of resources),

P. Aghion and J. Tirole drew attention to the fact that the constraints

imposed by incentives are just as essential as those imposed by resources. In

fact, if information and/or individual actions are neither knowable nor

verifiable, paying attention to available resources will not suffice: it is
necessary to determine which incentive scheme should be applied to induce

individuals to reveal private information in their possession and refrain from

acting opportunistically.

12.3.4. The new ‘old’ institutionalism

In the deluge of contemporary neo-institutionalist approaches, it should not

be overlooked that there is an ‘old’ institutionalism which, indeed, is still very

much alive and kicking: we refer to the institutionalism predicated by the

heirs of Veblen and Commons.

When Walton Hamilton, in 1918, submitted a report to the American
Economic Association entitled The Institutionalist Approach to Economic

Theory, he was taking a gamble: that institutionalism, because of its greater

capacity to reflect reality, would supplant neoclassicism as the dominating

economic ideology, at least in America. To support his optimism, besides the

intellectual prestige of social philosophers of the calibre of Dewey, Veblen,

and Commons, there was also a rapid spread of institutionalist research in

the American university system in those years. And perhaps, too, there was a

growing hold of institutionalist thought on public opinion and political
leaders. The New Deal appeared to confirm Hamilton’s optimism. In that

ambitious experiment in economic and social reform, America tried to find

the force of its frontier spirit to sort out apparently unsolvable problems; it

endeavoured to overcome the shallows of depression, poverty and unem-

ployment with an effort of will that appeared as a rebellion against the

‘natural laws’ of the market. But those problems were unsolvable only for

neoclassical orthodox science. The institutionalists had the answers, put

them forward, and the government adopted them. Institutionalist thought,
as J. Fagg Foster theorized, was the incarnation of the true frontier

spirit, the ‘can do’ spirit, the public’s ability to influence historical events

positively, by rupturing institutional continuity.
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At that time, Hamilton appeared to have won his wager, except that in the

second post-war period things changed drastically. Within a few years the

neoclassical approach, after assimilating the Keynesian revolution, took on a

dominant role and the institutionalists were isolated. While the neoclassics

won over all most prestigious universities and were awarded one Nobel prize
after another, the institutionalists were relegated to a few universities in the

provinces; they appeared destined to die a slow and inexorable death or to

spend a wretched existence in the underworld of heretics.

But the institutionalist approach survived and a significant number of

unconventional intellectuals continued their work waiting for better times to

come. Heretics like J. Fagg Foster, Dudley Dillard, and Allan Gruchy set up

small but valorous schools; John Galbraith, Warren Samuels, Marc

Tools, Kenneth Boulding, and several others persisted in their criticism of
neoclassical metaphysics and elaborated an alternative theoretical system.

For many years, their words fell on deaf ears, sometimes they even found it

difficult to publish their works, but still they continued to build. Until, at the

end of the 1970s, the neo-institutionalist revolution broke out. Many eco-

nomists, including some of neoclassical formation, in their endeavour to

escape from the deadlock in which the official economic science of those

years was floundering, uncovered the institutions. Thus good old American

institutionalism was ‘rediscovered’; and many of the research studies,
achievements and lectures of the heirs of Veblen and Commons, who had

gone unheeded in the 1950s and 1960s, found new audiences not only among

the public at large but also in the universities. Institutionalism has not died

out in the long run and Hamilton may well win his wager after all.

J. K. Galbraith was undoubtedly the most important exponent of con-

temporary institutionalist thought, a stream of thought which has in the

Journal of Economic Issues its most prestigious critical platform. In the

groove cut by Veblen, and on the basis of a very particular reading of
Keynesian thought, Galbraith has explored the organizational nature and

the planning methods of the company system as well as the influence of what

he considers ‘the technological imperatives’; but he has also concerned

himself with the social formation of individual preferences, interaction

between private and public spheres, and the forces that influence the

formation of opinion in the public sector.

In American Capitalism (1961), Galbraith put forward the theory of

counter-vailing power. According to this theory, one way to keep a social
system in equilibrium, whilst reducing inequalities, injustices, and exploita-

tion, is that of balancing the excess power held by certain socioeconomic

groups (large-scale companies, oligopolistic cartels, ownership associations,

etc.) by allowing the constitution of other power groups with opposing

interests. This is a theory full of realism and wisdom, but one which could

find no place within the neoclassical theoretical system. In the trilogy made

up by The Affluent Society (1958), The New Industrial State (1967), and
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Economic and Public Purpose (1973), Galbraith raised the argument that

the ‘invisible hand’ is a long way from having the beneficial effects the

laissez-faire theorists had attributed to it. On the contrary, it leads to a

sharpening of inequality in the distribution of income, to the predominance

of private over public interests, to the ‘squalor’ of the public economy, and
finally to a low level of research and development activities. This last point

plays a fundamental role in the process of economic growth; and it is a fact,

according to Galbraith, that a large part of research and development is

undertaken by the large-scale companies. It is also for this reason that

Galbraith has been rather sceptical about the effectiveness and utility of anti-

trust policies. He believes that strategic planning is a more useful kind of

public intervention in the economic sphere, and that it should not aim at

coercing private activity, but at co-ordinating it and turning it to the service
of the public interest. In his most recent essays, The Nature of Mass Poverty

(1979) and The Anatomy of Power (1983), Galbraith has moved so far along

this road as to reach the point of calling for State intervention systematically

directed to redistributing income in favour of the poorest strata of society.

As to J. Fagg Foster, who taught at Denver University from 1946 to 1976,

although he published only a few works he contributed to keeping alive an

oral tradition which helped to form several generations of heterodox eco-

nomists. He was deeply committed to his endeavour to assimilate Keynes’s
thought to the institutionalist approach, by emphasizing, for example, the

endogenous nature of structural and institutional change. Keynesian

theories and policy methods are not valid in the short run alone, as the

neoclassical economists asserted, but especially in the long run. Public pol-

icies are necessary to cope with the problem of unemployment and inefficient

use of resources, which is not a short-run disequilibrium phenomenon, but

rather a chronic problem of capitalist economies. For this reason, political

and institutional adjustments, as, for example, the socialization of invest-
ments and euthanasia of rentiers, must assume the form of structural

reforms. These reforms must satisfy a valuation criterion which Foster called

the principle of ‘instrumental efficiency’.

The criterion refers to the distinction between instrumental and ceremo-

nial judgements. It was developed by Marc R. Tool when he elaborated the

institutionalist theory of instrumental value. The evolution of an economy is

seen as an endless series of problems, whose solutions call for continuous

social restructuring through institutional adjustment. In this process, the
principle of instrumental efficiency calls for regressive ceremonial institu-

tions to be abandoned in favour of progressive and socially advantageous

instrumental change.

To return to Foster, his theory of capital formation was developed along

the lines of Keynes’s theory of the savings-investments equality. Foster

interpreted this equality as an accounting identity and used it to ground a

theory of long-run accumulation. From this equality he deduced that it was
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impossible for capital formation to be curbed by lack of savings. Indeed, in

his opinion, it is the weakness in consumption that slows down growth.

Savings are adjusted passively to investments, so that the process of

accumulation is stimulated by technical progress and investment activity.

Financing takes place through debt formation and subsequent reimburse-
ment with income generated by accumulation. Political and economic

institutions, particularly the Treasury and the banking system, play a fun-

damental role in guiding and sustaining capital formation. Again in this case,

Keynes has clearly been re-interpreted as a doctrine of economic policy that

is valid above all in the long run.

Foster was an active member of the Wardman Group of institutionalist

economists who met at the American Economic Association at the end of the

1950s. They later set up the Association for Evolutionary Economics (AFEE),
an academic association that united institutionalist-oriented American

economists. One of the most influential founder members of AFEE was

Allan Garfield Gruchy, a leader of contemporary American institutionalism.

Gruchy, like Foster, was largely influenced by the Keynesian revolution. He

held that, far from being an efficient resource allocator, the market is the

source of widespread failure and inefficiency. Unemployment, income

inequality, inflation, inadequacy of social services, the excessive power of big

companies and the alienation and oppression of workers and consumers, are
all problems which, instead of being automatically adjusted by the market,

are caused by it. In this perspective, it is clear that although the aggregate

demand control policies proposed by the neo-Keynesians may possibly be

beneficial, they are nonetheless quite inadequate, since they do not correct

the basic malfunction. Gruchy held that more courageous policies were

called for to influence the structure of the economic system. He did not

hesitate to propose an active incomes policy, strict regulation of joint stock

companies, a resolute anti-monopolistic policy, development of progressive
social programmes and, above all, planning of the national economy—

neither Soviet-type centralized planning nor, however, a mild indicative type

of planning as adopted in France. Gruchy was, instead, inclined to identify

with the social-democratic type of planning experimented in Scandinavian

countries.

On a more abstract level, Gruchy proposed an approach which he defined

as ‘holistic economics’, by which he intended to disrupt the conceptual and

academic practices that isolated and separated the various social disciplines.
Since the nature of man and society, that is, the object focused in the study of

economics, is multi-dimensional, this discipline should be a science of culture

and develop in symbiosis with sociology, anthropology, politics and his-

toriography. It should reject the mechanistic paradigm of Newton’s physics

and follow the Darwinian approach proposed by Veblen. Gruchy preferred

to think of himself as an ‘evolutionary’ rather than an ‘institutionalist’. Yet

he spent much of his career in the company of institutionalists, at Maryland
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University, where the Department of Economics became a den of heretical

economists in the 1950s.

Dudley Dillard was the undisputed leader and ingenious moving spirit of

the ‘institutionalist school of Maryland’. He developed what he called the

‘Trinitarian’ approach to economics, that is, an approach founded on three
disciplines: microeconomics, macroeconomics and the theory of economic

systems. The latter was to become the most important of the three. The

economic categories are in fact historically and institutionally determined.

Therefore, in trying to understand how real economies work, the study of the

capitalist system should take priority over micro and macroeconomics. For

Dillard, understanding contemporary capitalism means understanding

money and technical progress, in other words the driving force behind

accumulation. Capitalism is seen as a system of monetary production driven
by innovative investments.

Warren J. Samuels is an economist who broke away from the approach of

other institutionalists of this generation. He went back to a current of

thought followed by Commons and Hale (rather than that of Veblen and

Ayres) and chose law and economics as his field of study. He made an

in-depth study of the State’s role in social construction. By reversing the

classic liberal approach whereby the State is set up by mandate of social

subjects, Samuels brought to light the constitutive role played by the State in
respect of the economy and civil society. In fact the State defines rights and

liberties, attributes power and enforces law. The State intervenes in the

economy because it is legitimated to issue and change laws. At the same time,

however, the economy intervenes in the State, by turning it into a territory of

conflict and bargaining for the distribution of power. Thus, politics and

economics influence each other; in reality they interact by building, modi-

fying and rebuilding each other in a continual process of change. Samuels in

fact rejected the neo-institutionalist approaches of neoclassical origin because
of their tendency to juxtapose State and market as though they were two

separate and independent things. In reality, this separation is quite pointless

for the simple reason that the market is created by the State through the

definition of rules and the attribution of rights. Moreover, the real political

problem, in Samuels’s opinion, is not that of deciding whether the State

should or should not intervene in the market and the economy, but that of

understanding whose interests it serves by intervening.

Samuels distanced himself from the other institutionalists of his genera-
tion also in that his studies of the history of economic thought and method-

ology developed the pragmatist tradition of American institutionalism,

which he reinforced with contributions from hermeneutics and post-modern

thought. By so doing, he formulated a philosophical approach that got rid of

the positivist base of economic science and brought to light its discursive,

rhetorical, ideological, but above all, constructive nature. Economic reality

is socially constructed whereas economic thought is socially conditioned.
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Social interests determine the ideological positions of the fighting groups.

These, through the game of economic discourse, create political positions

which, in turn, determine State action and construct economic reality.

The constructive nature of theories and ideas was also developed by

Kenneth Ewart Boulding, an English economist who emigrated to America.
Although he cannot be classed as a member of any particular school, he was

very close to institutionalist and evolutionary thought. Among the various

contributions he made, it is worth recalling the ‘image’ concept he proposed

in 1956 to describe the mental constructs on which people base their choices,

take decisions, undertake actions and, in so doing, construct social reality.

These ‘images’ are particularly strong when shared socially; in this case they

contribute to forming groups and determining collective action.

Boulding’s contribution to the evolutionary approach consisted in the
elaboration of an impressive general theory of evolution in which all pro-

duction, biological, physical, economic and technological processes, are seen

as mechanisms for the creation of phenotypes, starting from genotypes. The

latter are defined as genetic structures containing information and know-how;

for example, the DNA in a chromosome, the egg from which a chick hatches,

or the design from which a motor car is manufactured. In this perspective the

differences between the creative activities of man and natural creation tend to

fade. There are no substantial differences, except that the genotype of arti-
ficial productions is contained in man’s mind rather than in the products of

creation. Know-how is creative potential. But it needs to capture energy in

order to transform the materials with which it gives rise to a phenotypical

structure. Here, however, the production process comes up against some

‘limiting factors’, since energy, materials, space and time are scarce.

Lastly, we should like to recall Boulding’s contribution to constructing the

post-Keynesian theory of distribution. For this, the English economist

developed the ‘widow’s cruse’ parable to explain how, in the aggregate,
incomes earned are the result of spending rather than the cause of it.

Experience tells us that spending necessitates having some money and that

spending decumulates our liquid balances. We therefore appear to spend as

much as we earn. From the macroeconomic point of view, however, there

is no decumulation of liquid assets in the goods exchange process; money is

merely transferred from one hand to another. This series of transfers ends

with a profit for those selling the goods, and will be the higher, the higher is

the expenditure for consumption and investments. Thus it can be seen that,
in the aggregate, expenditure generates profits rather than the reverse.

12.3.5 Evolutionary neo-institutionalism

This is how we define an area of research which some call ‘New European

Institutionalism’ and which has recently been developed in the European

Association for Evolutionary Political Economy (EAEPE). The economists
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who follow this approach refuse to be associated with neoclassical neo-

institutionalists, whether of a contractarian or utilitarian credo. They rather

appear to accept some form of relationship with the new ‘old’ American

institutionalists, to the extent that EAEPE is sometimes introduced as

AFEE’s European twin. It must however be remembered that European
institutionalist traditions are far more heterogeneous and complex than

American tradition, so that this ‘relationship’ may seem rather cursory.

Evolutionary neo-institutionalism links itself back to the critical tradition

of Veblen, at the same time paying much attention to various subjects which

are dear toMarxist economics. There is also a marked interest in Schumpeter

and (among the more recent economists) in authors such as Michel Aglietta,

J. K. Galbraith, Nicholas Georgescu-Roegen, and the post-Keynesians.

This stream of thought is like a river that numbers among its main tri-
butaries the French ‘regulation’ school, various Schumpeterian approaches

to economic change, including some recent ‘evolutionary’ lines of research

on technical progress, and, finally, some of the attempts to analyse structural

change and long waves. Polemic against the neoclassical tradition is strong,

and the rejection of methodological individualism explicit—sometimes to the

point of considering conditioned and unconscious action more important

than rational choice. The approach stresses the role played by institutions,

intended as social devices created to deal with uncertainty, as mechanisms of
acquisition and elaboration of information, and also as frameworks capable

of moulding individual actions and producing collective behaviour. There is

a certain emphasis on the indeterminism of human choices and, in relation to

this, a tendency to study economic change in terms of ‘evolutionary’ pro-

cesses of the cumulative type, in a view reminiscent of the theories of

Schumpeter and Kaldor, but, above all, Veblen.

The adjective ‘evolutionary’ is important in describing this type of

institutionalism and in understanding what distinguishes it from the con-
tractarian and utilitarian approaches. Here, the neoclassical theoretical

system is dismissed ‘en bloc’ because the hypotheses that traditionally define

Homo oeconomicus are rejected: hedonism, individualism, substantial

rationality, completeness of information, exogeneity of preferences. This

gives rise to two problems: how can the structure and dynamics of society be

determined if one does not start from the rational choices of individuals? If

individual behaviours are subject to strong externalities, what guarantees

that social relations have a structure? And what guarantees that this struc-
ture evolves in an orderly way, so as to satisfy human needs? The answer to

all these questions is: Darwinian evolution. Organizations, productive

apparatuses, regulations, habits, institutions, are all instruments used in the

fight for human survival. For this reason, they change with the evolution of

the species. There is no need to assume that institutions are built rationally in

order to consider them humanly beneficial. It suffices to assume that a sort of

‘natural’ selection operates also among human artefacts. There will be a
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tendency towards the establishment of those institutions that best serve the

needs of individuals, even if the latter have not chosen them intentionally.

Society will therefore evolve in a positive way; yet not an optimal one, since

constrained maximization is not one of the institution selection criteria. Nor

is evolution teleological, since it is not decided theoretically by a central
planner or a decision-maker outside the selection process. Nor, lastly, is it

one-way, being continually exposed both to innovation and error. The state

of society at a given time in history is path-dependent, that is, it depends of

the path it has taken to arrive there; and at all times, history is faced with

bifurcations: the past is a determining factor, but the future is open.

Lack of space prevents us from doing justice to all the original contribu-

tions that emerge from the jumble of evolutionary neo-institutionalism. We

shall therefore mention only a few of the more prominent authors.
First, Geoffrey M. Hodgson, who wrote two manifestos on new evolu-

tionary institutionalism. He built upon the ‘old’ institutionalist approach as

a base for a thorough criticism and a radical alternative to mainstream

economics. He rejuvenated that approach by taking account of many

achievements of contemporary research in evolutionary, post-Keynesian and

post-Marxian theories. He relinquished the traditional notions of equilib-

rium and Homo economicus and made instead wide resort to such new

conceptions as open systems and cumulative causation. More than any other
evolutionary institutionalist, Hodgson is contributing to the construction of a

novel theoretical system which is completely free of any neoclassical rem-

nant. Then we will mention Bart Nootebom and Ulrike Witt: the former

distinguished himself in an attempt to overcome the economics of transac-

tion costs through the study of organizational learning and trust-building.

The latter dealt with the natural selection processes of firms in the presence

of incomplete information, as well as with the problem of self-organization

and spontaneous coordination of individual activities. In addition to these,
we should mention Robert Sugden, who, after starting from a Buchanan-

oriented contractarian approach, gradually left this behind and studied the

role played by sentiments of equity in providing public and merit goods, as

well as that played by spontaneous social conventions in attempts to sort

out problems of multiple equilibria. Sugden, with J. Loomes, also made an

interesting contribution on regret theory, where he tackled the problem of

choices in the presence of uncertainty by allowing non-transitive preferences.

12.3.6. Irreversibilities, increasing returns, and complexity

The notion of increasing returns to scale has long been present in economic

literature, but has only been satisfactorily dealt with in recent years. Already

inTheWealth of Nations, Adam Smith had placed the emphasis on increasing

returns and division of labour to explain economic growth; later, Alfred
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Marshall, introducing the concepts of externalities and irreversibilities of

supply curves, identified increasing returns as the cause of multiple equilibria.

Cumulative causation, dynamic economies of scale, virtuous cycles, are all

terms appearing in contributions made in the 1920s and 1930s to theories on

international trade, regional and industrial economy and, later, from the
1960s onwards, to growth theories. As already recalled in section 8.5.1, Young

had emphasized the role played by increasing returns and dynamic economies

of scale in market expansion; Kaldor, realizing that there was a close link

between increasing returns and technical progress, had introduced the notion

of ‘cumulative causation’ to explain the differences in the industrial devel-

opment of various countries; lastly, Myrdal had examined various mechan-

isms of cumulative causation and ‘virtuous and vicious cycles’.More recently,

Krugman applied these ideas to the study of spatial localization and modern
theories of intra-industrial differentiation in international trade.

The pioneering contributions of Brian Arthur and Paul David come into

this context. Both gave a clear explanation of the role of increasing returns in

economic development. The dynamics of economic systems are history-

dependent, in other words, they depend on the initial conditions and the

course of the economy in previous periods. Another essential characteristic

brought to light by their works is stochasticity: contingent deviations from

the path of equilibrium influence the long-run trend. In particular, Polya
type non-linear stochastic processes, studied by Arthur and the statisticians

of Santa Fe school, have shown various interesting properties: for example,

they are compatible with a plurality of possible long-run states, each of

which is dependent on the initial conditions and casual fluctuations; fur-

thermore, the structure of each state represents the outcome of a process that

assumes the property of ‘self-organization’.

There are various types of increasing returns. Learning-by-doing and

learning-by-using, co-ordination effects and network externalities generate
increasing returns, depending on the adoption of certain technologies,

because the more a technological standard is used, the greater are the

advantages that derive from its use. The transmission of information based

on experience and learning may also strengthen the initial position and

consequently act in a similar way to more usual forms of increasing returns.

In all the above cases, investment decisions appear to be irreversible and this

explains why hysteresis prevails, i.e. effects that persist even after the causes

that determined them have disappeared.
Increasing returns may give rise to various problems, as for example the

existence of multiple equilibria and forms of Pareto inefficiency. Economists

have long been aware of these and Arthur (1988; 1989) identified others:

(1) Lock-in effects: once a state has been achieved it is difficult to change;

the dynamics become structurally rigid, with marked inflexibility and

irreversibility.
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(2) Path-dependence phenomena: the dynamics are influenced by initial

conditions, so that history is of relevance.

(3) Symmetry-breaking processes: although starting from symmet-

rical initial conditions, the final state may show asymmetrical

characteristics.

Take the case of competition between a plurality of technologies initially

present on the market. The result may be a technological monopoly: the

market ends up trapped in one of the available technologies, not necessarily

the most efficient. In this case, increasing returns generate positive feedback

(the effects of certain actions strengthen the reason for persisting in those

actions), which, combined with historical ‘accidents’ and casual fluctuations,

determine lock-in effects.
Nevertheless, there are also cases of history-dependent systems which do

not present lock-in effects, situtations where the agents may renegotiate and

revise their choices. The effects of decision-making reviews can be studied

using the concept of ‘probability of transition’ from one state to another.

History is important in these models because of the path-dependence of the

probabilities of transition. For example, in a market competition model, the

probabilities of transition from one market structure to another depend on

the existing market shares in a given state or the number of previous choices
of a particular group of agents; these processes show convergence in the

distribution of probabilities rather than point-convergence, and are parti-

cularly suitable for analysing ‘social network’ contexts, or structures where

different groups of individuals exchange goods and information. In these

cases social conventions, rules and institutions may emerge to deal with the

casual receptivity of information or the unpredictability of interactions

among agents.

According to David, the conventions and rules that regulate the workings
of organizations and institutions are ‘carriers of history’. They may arise

from the evolution of spontaneously and endogenously originated structures

or may be the result of conscious rules of interaction. Greif wrote (1994,

p. 918): ‘The capacity of society’s organizational order to change is a func-

tion of history, because institutions are a combination of organizations and

cultural beliefs [ . . . ] On the other hand, the organizations and beliefs of the

past affect subsequent organizations and equilibria’. Recent developments in

the study of the co-evolution of technologies, organizations and institutions
are founded on this kind of considerations. The idea is now being established

that the economy is a complex system.

Some systems, though evolving casually, tend to converge to a similar

configuration to the initial one. These are moderately complex systems.

Conversely, the historical evolution of very complex systems is typically

one-way. History never repeats itself. Very complex systems are highly

sensitive to mild disorder of initial conditions. The problem then is to assess
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whether fluctuations are controllable through regulation mechanisms. If they

are not, they may, in the long run, give rise to catastrophic evolutions.

As stated above, systems with increasing returns are characterized by

marked non-linearity. Non-linear systems may have many attractors, that is,

areas in the space of the states by which the system is attracted, which
represent a kind of ‘emerging solution’. The simplest type of attractor is a

fixed point, that corresponds to a stationary solution. For non-linear

dynamic solutions there is a vast range of behaviours: periodic attractors,

quasi–periodic, non periodic, etc. Then there are deterministic systems, again

rather simple in structure, which may behave unpredictably. And it may be

essential unpredictability, in that it cannot be eliminated by acquiring further

information. This phenomenon is known as ‘chaos’. To be more precise,

it is ‘deterministic chaos’, a trend generated by laws which do not themselves
entail anything stochastic, but which may produce erratic trajectories

depending on slight disorders in the initial conditions. Dynamic systems

in which the variables fluctuate unperiodically and trajectories meander

chaotically are examples of complex dynamics. In general, for continuous

time dynamic systems, chaotic temporal evolution takes place in spaces of a

dimension greater than two. Furthermore, the interaction between inde-

pendent systems makes chaos more likely, especially if the interactions are

sufficiently high.
The discovery of chaotic phenomena has involved many scientific dis-

ciplines. In economics it led to a new vision. On the one side chaos produces

limitations to the models’ previsional capacities, on the other, the deter-

minism inherent in chaos ensures that many seemingly casual phenomena are

in reality less so than might be thought. Technological development and

growth models with increasing returns are particularly suitable for repres-

enting economic systems showing chaotic behaviour. Since the concepts on

which chaos theories are grounded have developed in physical sciences, a
parallel between the evolution of a physical system and the development of

an economic system may serve to shed light on some interesting theoretical

implications. At low levels of technological development, the economy

remains stationary (corresponding to the stationary state of a fluid subjected

to a moderate heat source). Higher levels of technological development

(respectively, of temperature) may give rise to periodic oscillations: economic

cycles. At more advanced levels of technological development, overlapping

of two or more periodicities may be observed. Lastly, in an even more
advanced stage, the economy may become turbulent (as in the case of boiling

liquid), with irregular variations and strong dependency on initial condi-

tions. This may be our present-day economic scenario.

Day illustrated the chaotic properties of some models of classical growth

theories. Albin examined a disaggregated model in which interaction

between firms gives rise, at aggregate level, to the chaotic behaviours studied

by Day. Baumol and Wolff demonstrated the outbreak of chaos in a
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technological innovation model, while Deneckere and Judd studied chaos

in markets with patented innovations. Interesting applications were also

developed by Woodford for the financial market, where chaotic and

unpredictable dynamics are actually quite frequent. Incidentally, the field of

finance, on account of the ready availability and reliability of data, is an ideal
terrain for the application of chaos theories.

Twentieth-century science witnessed the fall of Laplace’s rigid determin-

ism. Heisenberg’s principle of indetermination, emphasizing the impossibil-

ity of obtaining, simultaneously, accurate measurements for two different

magnitudes (as for example, the position and speed of a particle), placed a

strong limitation on the possibility of making forecasts. On the other hand,

on a macroscopic scale, unpredictability may stem from the turbulence of a

phenomenon, resulting in errors being amplified due to complex dynamics.
These two aspects explain the failure of classical deterministic theories. The

theory of chaos has brought us up against an even more dramatic limitation:

the impossibility of foreseeing the future. The result is that equilibrium

analysis, so central to economic discourse, is now disputed by a great number

of economists. In its stead approaches are being developed to study how the

preferences, expectations and actions of economic subjects react systemat-

ically to the results which they themselves contribute to generate.

It is interesting to observe how these approaches are radically changing the
traditional perception of the role of economic policy. From these studies it

emerges that government authority, at any level, should watch out for both

extreme positions of dirigism and laissez-faire. Rather, it should contrive to

‘gently’ push the system towards adopting behaviour structures that grow

spontaneously. In the words of Brian Arthur, we do not need an invisible

hand nor a heavy hand, but just a ‘nudging hand’.

12.3.7. Von Hayek and the neo-Austrian school

The expression ‘neo-Austrian school’ denotes a variegated group of scholars

who, while endorsing Carl Menger’s line of thought, developed different

research programmes, arriving at different levels of analytical rigour and
scientific innovation. A small group of these authors argued that the neo-

Austrian approach referred not so much to a specific economic doctrine, but,

more importantly, to the way in which economic discourse can be used to

demonstrate the superiority of liberalist ideology. It is to Fritz Machlup and

his interpretation of the work of von Mises that we owe the spread of this

stance—a stance which has recently been pursued by von Mises’ staunchest

American follower, Murray Rothbard.

It is, however, in von Hayek’s scientific contribution that we can recognise
the quality of a real system of thought. During the last quarter of the century,

particularly in the USA, this system was the subject of a branch of research

that can be defined as neo-Austrian proper. The main exponents are
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I. Kirzner, M. Rizzo, G. O’Driscoll, and L. Lachmann. To understand the

guidelines to this approach, it is necessary to go back to the foundations of

Hayek’s theoretical system. In previous chapters we have come across

various specific contributions by von Hayek: the monetary cycle theory, the

inter-temporal equilibrium theory, the critique of socialist planning. In this
section we aim to provide an overview of his thought to emphasize the

radically heterodox nature of the neo-Austrian approach when compared

with neoclassical mainstream.

Von Hayek was an outstandingly prolific author, with far-reaching

interests in research ranging from epistemological to economic problems,

not to mention philosophy and psychology. It is, therefore, not surprising

that although many scholars did not identify with the neo-Austrian school,

they were nonetheless intellectually indebted to it. There is a unitarity in von
Hayek thought that makes the view according to which there is an ‘early

Hayek’, an orthodox neoclassical economist, and a ‘late Hayek’, a neo-

Austrian theorist, hardly plausible. It is, however, possible to identify a first

phase in his vast scientific production—in which he was interested mainly in

the analytical aspects of economic theory—and a second phase, which

commenced with the publication of his celebrated work The Road to Serf-

dom, in 1944, where he dealt with political and moral philosophy.

An underlying theme that makes for coherency in Hayek’s theoretical
system is the evolutionary perspective, which on its own is the true altern-

ative to the equilibrium paradigm. Hayek attributed little explanatory

capacity to the equilibrium category and the method of analysis based on it:

‘The main difficulty in the traditional approach lies in its complete

abstraction from time. A notion of equilibrium that is essentially applicable

only to an economic system conceived as atemporal can be of no great use’

(1939, p. 139). But the reasons why the equilibrium methodology is unable to

produce a useful economic science were set out above all in his essay of 1937,
‘Economics and Knowledge’. The thesis put forward by the theorists of the

microfoundations of macroeconomics—one of whom was Robert Lucas,

who pretended that the first inspiration of the rational expectations counter-

revolution derived from Hayek—is therefore unacceptable. Hayek sub-

stituted the notion of ‘equilibrium’ with the more vague, but certainly more

realistic one of ‘spontaneous order’. Order does indeed entail some form of

regularity at the aggregate level, but is compatible with different config-

urations of microeconomic structures. There is no contradiction between the
existence of a macroeconomic order and the action of chaotic processes of

individual adjustment. On the other hand, Hayek’s notion of order displays

more than a few points in common with the notion of ‘complexity’ as used in

the modern theory of systems.

The Austrian economist’s reflections focused on the problem of know-

ledge, which he tackled from the point of view of the single agent—how he

gets to know what he knows—and society as a whole—how knowledge is
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accumulated and used collectively. Already at the time of his theory of the

market as a spontaneous order, the problem of knowledge was central to

Hayek’s thought. The market enables the use of knowledge that is distributed

among all the subjects; it is essentially a process of discovery, an evolutionary

process which, through trial and error, succeeds in systematically adjusting
the choices of economic agents and their results. Market order is spontan-

eous and not artificially induced, least of all imposed by someone’s will. In

this sense, even before the market is a system for exchanging goods and

services, it is a system for producing and exchanging signals. The most sig-

nificant of these signals are prices, which should not be conceived as indices

of utility or remuneration of productive factors, but rather as means of

information. A market economy enables a spontaneous order to emerge

through individual learning processes associated with the information con-
tent of prices:

The sum of information reflected in prices is entirely the product of competition, or at

least of market receptiveness to whoever may have important information on the

supply and demand of the good in question [ . . . ] through channelling of information

in coded form, the efforts of competition in the market game ensure the use of widely

distributed knowledge [ . . . ] Competition operates as a discovery process not only in

the sense that it gives anyone the possibility of exploiting particular circumstances

[ . . . ], but also in the sense that it provides other parties with information that a

certain opportunity exists (1991, p. 301).

Behind Hayek’s view of the market as a discovery and learning process, is

an original conception of cultural evolution, which should not be confused

with the theory of natural evolution. It is a process of competitive selection

that gives rise to the rules of individual conduct and the social institutions that

deal with problems of human interaction. Individuals take decisions based on

social rules and this implies that their violation is always socially sanctioned.

Such conception sharply contrasts with rational choice theory, where the
decision-making subject, on the basis of a set of beliefs and a well-defined

order of preferences, acts so as to maximize an objective function under

constraint. For Hayek, the Homo oeconomicus of rational choice theory is a

fetish devoid of sense. On the other hand, Hayek assumed that the agent is not

fully aware of the social rules on the basis of which he takes his decisions. This

was justified by the theory that rules materialize from an evolutionary process

that is not governed by any one agent. The dynamics of the process are not

intelligible on account of the complexity of the interactions between indivi-
duals. In Law, Legislation and Liberty (1973–9, p. 534) he wrote:

Man has undoubtedly learned more often to do the right things without under-

standing why, and still today is better served by his habits than by his ability to

understand [ . . . ] It was a set of learned rules that told man the right or wrong way to

act in different circumstances and gave him an increasing ability to adapt to changing

conditions and, in particular, to cooperate with other members of his group.
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Unlike Walrasian general equilibrium, spontaneous order is not

stationary. It evolves because the social rules of behaviour change in time

depending on the results of human actions and interactions. Here Hayek

anticipated the present-day notion of co-evolution between the rules of

behaviour and spontaneous orders, a notion on whose basis the theory of
evolutionary games has been constructed.

Hayek’s political liberalism is founded on his highly individualistic social

theory. One of the Austrian economist’s proudest successes was the

foundation in 1947 of the ‘Mont Pèlerin Society’, a veritable seed-bed of

contemporary liberal thought. The market is the best guarantor of political

liberty; the very idea of social justice is unfounded: these are just two of the

most brilliant gems of Hayek’s liberalism. They were of course exploited by

the ‘new Right’, who used them as a battle horse to oppose all forms of
economic intervention by the State. It should, however, be stressed that

Hayek was first and foremost a liberalist, not a superficialist. One episode in

his life is worthy of note: the Austrian economist taught at Chicago Uni-

versity from 1950 to 1962, and for this reason is often, but erroneously,

associated with the so-called ‘Chicago School’. In point of fact, he never

taught at the Economics Department of that university, which unwaveringly

refused him access.

Hayek’s main reason for insisting on the concept of the market as a
spontaneous order traces back to his rejection of ‘rationalist constructivism’,

whose paternity he ascribed to Descartes. Referring to Adam Ferguson, who

had already dubbed social orders that evolve spontaneously as orders ‘of

human action but not of human design’, Hayek invariably stigmatized the

basic fault of constructivism: that ‘synoptic illusion’ which makes us believe

that we can add up the knowledge of different individuals and, worse still,

that this summation can be consigned to some intellectually well-endowed

subject or committee of sages. In Hayek’s opinion, no centralized planning
can ever work and no system of rules of conduct can ever be a work of social

engineering. Where rationalist constructivism ‘makes us feel we have

unlimited power to achieve our desires’, the evolutionary social theory

‘makes us realize there are limits to what we can try to achieve and

acknowledge that some of our hopes are merely illusions’ (1973–9, p. 13).

Hayek is preoccupied, in a rather post-modern way, with putting econo-

mists and philosophers on their guard against the Faustian aspiration to

achieve perfect rationality. The old story of Faust can be traced as far back
as the sixteenth century in almost all languages. But the most famous

version, by Goethe, makes significant innovations over the previous ones.

In fact, while Faust was traditionally described as such an egoist as to arrive

at selling his soul to the devil in exchange for advantages and money, in

Goethe’s version he is driven by noble and altruistic intentions: to free

man from suffering and slavery. To succeed in his intent, Faust believes it

essential to build a new social organization and feels the need to acquire
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perfect knowledge. Thus, he makes his pact with the devil: soul versus

knowledge. This is the Faust that Hayek had in mind when he railed against

rationalist constructivism.

And what can be said of his peremptory judgement of social justice?

Referring back to Kantian liberal tradition, Hayek observed that justice is a
virtue and, as such, its field of application is individual action. An action is

just if it conforms to the rules in force in the society to which an individual

belongs. Therefore, since collective bodies do not have, nor can they have,

virtues, to say that a social order is unjust is to commit an error of

anthropomorphism. Hayek reached the conclusion that any attempt to

achieve a plan of social justice can only lead to a ‘totalist’ State which

destroys the freedom of individuals and social groups. In putting forward

this argument Hayek brought to its natural conclusion an idea that had
already been elaborated in the eighteenth century: the idea that social order

emerges as an ‘unintended consequence of intentional action’. Nowadays it is

referred to as ‘heterogenesis of goals’: there are social situations in which

several individuals, moved by particular intentions, interact with each other

by complying with the rules of socially shared conduct, thus giving rise to

beneficial consequences that were not originally intended.

Hayek did not, however, subscribe to the idea that the systems of social

rules in force in a given context should be left alone. Action in favour of an
institutional design can and must take place every time the general condi-

tions can be improved to increase the use and discovery of new knowledge,

but not to increase the welfare of human beings. In his Studies in Philosophy,

Politics and Economics ( p. 150) we read:

The systems of rules of conduct develop as sets [ . . . ]; and the fact that a new rule,

combined with all the other rules in the group [ . . . ] increases or reduces the efficiency
of the entire group will depend on the order to which individual conduct leads, which

in one situation may be detrimental, and in another beneficial.

What must be avoided at all costs—according to Hayek—is intervention

with dirigistic-type social engineering plans. He believed these may generate

adverse effects on the existing spontaneous order and undermine overall

efficiency. Several critics have, however, observed that once the neoclassical

theories of equilibrium and Pareto efficiency are rejected, the meaning of

efficiency of a ‘spontaneous order’ is difficult to comprehend.

In conclusion, Hayek’s reflections are a point of arrival and an exaspera-
tion of that invisible hand philosophy so authoritatively advocated by Smith.

As already mentioned, in the neo-Austrian school, Kirzner was

undoubtedly Hayek’s most faithful follower. His most important work,

Competition and Entrepreneurship, of 1973, deals expressly with an analysis

of the entrepreneurial function. For Kirzner, it is impossible to know the

market structure a priori. This emerges from the competitive process and

therefore depends on the path taken to reach it. The orthodox theory is not
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acceptable, since it maintains that the market structure—perfect competition,

oligopoly or monopoly—is a datum of the problem. Moreover, the market is

characterized by permanent disequilibrium; and it is pointless to try to

assess, like welfare economics tries to do, the advantages and disadvantages

of a position of equilibrium which exists solely in the mind of the researcher.
On the other hand, disequilibrium is the natural context of entrepreneurial

affairs. The effects of the entrepreneur’s work are felt only in situations

where individual plans fail to harmonize with each other. It follows that

the entrepreneur’s raison d’être lies in his ability to launch co-ordination

processes that end up by satisfying consumers’ needs. In a certain sense,

Kirzner’s approach is specular to Schumpeter’s. Whereas the latter starts

from equilibrium to highlight the specific role of the entrepreneur-innovator,

which is to break the harmony of the Walrasian circular flow, Kirzner starts
from disequilibrium to exalt the entrepreneur’s equilibrating function.

In Discovery and the Capitalist Process, of 1985, the American economist

dealt with essentially methodological issues, developing the theory that it is

impossible to explain social objects without ‘‘understanding’’ them first. The

researcher’s involvement with the object studied is a necessary condition

rather than an impediment to scientific knowledge. This point was further

pursued by L. Lachman in The Market as an Economic Process, of 1986.

Lachman surpassed Kirzner in his radical subjectivism. It is to him, however,
that we owe the distinction between ‘information as incorporation of a flow

of messages which are the object of exchanges’, and ‘knowledge as the

composition of thoughts that an individual is able to recall when he prepares

and plans actions at a given moment in time’ (p. 49). It is precisely the

difference between information and knowledge that makes it impossible to

approximate, even asymptotically, to any informational equilibrium.

12.4. Radical Political Economy

12.4.1. The monetary circuit and structural change theories

The post-modern condition has had invigorating and liberating effects on

Marxism. The collapse of ontological certainties, even before the walls
collapsed, has led to the eclipse of orthodox thought and rejection of the

conviction that ‘‘scientific Marxism’’ gives absolute truth. Radical thought

has rediscovered its critical and analytical vocation. Marx-inspired schools

of thought have as a consequence proliferated, while the tendency to refuse

the ipse dixit method has spread. In this section we shall review various

approaches in radical economics, trying to bring to light their Marxist

inclination.

The research streams we present in this paragraph are the most traditional.
They consist in two new approaches to the analysis of capitalism which were
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developed in the ‘eighties: the theory of the monetary circuit and the analysis

of structural change.

The theory of the monetary circuit develops the special Marxian view of

the circular flows, according to which a ‘circuit of commodity capital’ and

a ‘circuit of productive capital’ are encompassed by a wider ‘circuit of
monetary capital’. The latter begins with the creation of purchasing power,

by means of credit, and ends with its destruction, by means of payment of the

debt. Money plays an essential role in the process of capitalist production:

as it is non-produced purchasing power (unlike real goods), it allows the

production process to be begun ‘from nothing’. Credit is not accessible to all

the economic agents, but basically only to the capitalists, who, therefore,

are enabled to acquire labour and means of production without first having

produced an equivalent amount in real terms. The workers, on the contrary,
who have a limited access to credit, can buy goods only after having pro-

duced them. This social asymmetry is considered by some to be an essential

characteristic of the capitalist production system, and even more important

than the institutional structure itself which regulates the ownership of means

of production. In fact, what really counts in the class relationship established

in the production process is not so much who owns the means of production,

but rather who controls them. They are controlled by the agents who take

the investment decisions and, therefore, who have access to finance.
On the other hand, the money supply is endogenous, and the sector which

‘deals’ with it is considered an authentic productive sector: its output is

liquidity, and expands and contracts in synchrony with the demand, i.e. with

the overall level of economic activity. It does not, however, move in perfect

synchrony. This may lead to realization crises and, more generally, to a

strong cyclicity in the accumulation process. Crises are explained, not only

by the reserve function of money and the consequent possibility of excessive

accumulation of liquid balances, but also, and above all, by the double
asset–liability nature of money and the consequent necessity for debtors to

repay, sooner or later, their debts. Due to the concatenations of the debt–

credit relationships, in fact, financial crises often assume the characteristics

of chain bankruptcies. Here there is a strict relationship with some post-

Keynesian theories. More generally, it is possible to say that the post-

Marxian theories of the monetary circuit are derived from the attempt

to assimilate into Marxism the theories formulated by some of the

anti-neoclassical followers of Keynes; but there has also been constant
reference to other heretical theorists of money, such as Tooke, Wicksell, and

Schumpeter. At any rate, we must point out that, even if the predominant

doctrinal reference, among theorists of the monetary circuit, is Marx, not all

the economists who follow this line of research, especially in France, consider

themselves Marxist. An enlightening formulation of the monetary circuit

approach is provided by A. Graziani in The Theory of Monetary Circuit

(1989).
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Another set of theoretical problems which interests us here has arisen from

recent debates on long cycles. What is hidden behind the debates on long

cycles and is trying to break through is the refusal of the concept itself of the

‘laws of tendential movement’. Observing the recurrent ability of history to

disprove theories of history, and distrusting not only the implicit historical
optimism of the neoclassical and post-Keynesian steady-state growth models

but also the explicit ‘optimism’ of the traditional Marxist models of stag-

nation and breakdown, the young generations of radical economists have

learned to treat history and its ‘laws of movement’ cautiously. But they have

not given up the idea that political economy, intended as the science of

the capitalist mode of production, deals with long-run structural changes.

Once the illusion has been abandoned that history can be explained with

some strong hypotheses on the secular trend of the rates of profit or accu-
mulation, only two roads are left open: either renounce the analysis of long-

run phenomena or tackle it in terms of recurrent structural change—or,

which amounts to the same thing, of the long cycle.

In fact, the theory of structural change aims at endogenizing a series of

economic phenomena that orthodox theory has tended to treat as para-

meters: technology, institutions, class relationships, etc. To the degree to

which the ability of the capitalist system to maintain a certain accumulation

‘regime’ in a stable and permanent manner is denied, the necessity of drastic
structural changes is acknowledged. But to the degree to which one denies

any intrinsic tendency towards a final collapse, one also acknowledges the

possibility of using structural change to re-establish the conditions of accu-

mulation. This leads directly to some sort of cyclical theory of structural

change; and, as we are concerned with the fundamental forces of change, we

must be dealing with long cycles. Moreover, the particular length of the

period attributed to the cycles, thirty years, half-century, or whatever, is

irrelevant, as is the idea of a regular periodicity. What really counts is this:
whatever properties of the structural set-up are judged necessary to sustain

accumulation, an indefinite capacity for the system to reproduce itself is

denied. This implies that growth itself is able to create the necessary condi-

tions to modify its own bases, whether social, institutional, or technological.

The new methodological approach is present, in differing degrees of

awareness, in all the contemporary theories of the long cycle. The differences

among them concern only the type of structural change on which attention is

focused and the type of parameters which are endogenized. In this way it is
possible to distinguish two large groups of theories. On the one hand are

the neo-Schumpeterian theories (accepted, in recent times, also by many

post-Marxist economists), in which the emphasis is placed on technological

change, on the waves of ‘fundamental innovations’, on the changes in

‘technological paradigms’. On the other hand are the post-Marxist theories

in the strict sense, in which it is the changes of the institutional structures,

social relations and class conflict, that are endogenized. We will include in
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this group some versions of the ‘regulation’ theory. Some of these developed

a notion of the capitalist mode of production that attributes much import-

ance to the functional nature of the set of norms and institutions which

‘regulate’ certain regimes of wage determination and surplus extraction. In

some of these theories there is a marked emphasis on the historical and
transitory nature of such regulation systems. For the importance they

attribute to the tendency of ‘regulation regimes’ to create the conditions for

their own change of form in the long run, it seems to us that these approaches

belong more to the theories of the long cycle than to that of growth stages.

12.4.2. Analytical Marxism

One of the reasons (or excuses) why the academy has always tended to isolate

Marxist economists can be traced to the very modest level of analytical

instrumentation used in radical economic theory. More concerned with real

political issues than with abstract mathematical problems, Marxists have

always been inclined to snub formal virtuosities, thus justifying, and almost
relishing, marginalization. Things began to change in the 1960s, when the

Sraffian approach spread, fuelling the growth of analytically advanced

and formally impeccable Marxist economics. Further changes took place

from the 1970s, when a new generation of radical economists with great

methodological qualification made their entrance on the academic scene and,

free from all prejudices and dogmatisms, did not hesitate to enter the bastion

of fundamental Marxist principles, adopting analytical and conceptual

instruments deduced from ‘bourgeois’ economics. An outcome was the
‘analytical Marxism’ or ‘rational choice Marxism’ approach. Two funda-

mental axioms of neoclassical theory were adopted, one methodological, the

other substantive: methodological individualism and the rationality of

individual behaviours. Analytical Marxists hold that these axioms serve only

to express more clearly assumptions already present in Marxist analysis.

Jon Elster and John E. Roemer were the main exponents of this current of

thought, while Samuel Bowles, Herbert Gintis and Gerry A. Cohen, albeit

with many subtle distinctions, were also close to it.
Cohen’s research programme came to fruition in 1995 with the publication

of Self-Ownership, Freedom and Equality, an important work in which,

starting from a critique on Nozick’s theory of freedom, he brings to light a

serious shortcoming in Marxist theory. He argued that, if one accepts the

self-ownership axiom, that is, the idea that individuals own themselves, then

the illiberal and anti-egalitarian conclusions of Nozick’s ‘libertarianism’

must also be accepted. If individuals are not to be exploited, they must be

able freely to use their own human resources. If they are considered free
because they own themselves, they must be able to use their own human

capital as they wish, and if this leads to better endowed individuals ending

up wealthier and freer than those less endowed, then nobody can complain.
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An unequal distribution of goods must be considered the just result of an

unequal distribution of talents. In this perspective, progressive taxation and

the public supply of merit and public goods is seen as a form of injustice.

But the self-ownership axiom is either ungrounded or contradictory.

A person’s freedom must be defined by the set of inalienable rights with
which he is endowed, therefore it cannot be grounded on right of ownership,

which is alienable by definition. If the goods of which an individual is

considered the natural owner consist in personal talents and human capital,

then one of two alternatives holds: either the individual has no right to sell

his stock of those goods, that is, to sell himself as a slave, in which case he

does not have true self-ownership; or he has this right, in which case a

contract of slavery must be accepted as a basic condition of human freedom.

In the former case, the axiom of self-ownership as the basis of freedom is
ungrounded, in the latter, it is contradictory.

Cohen transferred this critique to the Marxist approach, pointing out that

the notions of exploitation and socialism, presuppose the self-ownership

axiom. There is indeed exploitation when the worker, who is the owner of his

own labour power and his own labour capacities, in other words, of himself,

is expropriated of a surplus-value which should belong to him alone, being a

product of his own human capital. On the other hand, socialism decrees that

everyone should be paid according to his own personal abilities. If these
abilities are unequally distributed, then socialism is a system that turns

inequality into a principle of justice. Cohen proposed that Marxism should

be purged of all reference to the self-ownership axiom, so that a theory of

justice and freedom can be constructed on which a communist society can be

founded. Only if individuals are not endowed with self-ownership is it

possible to conceive a social system in which maximum individual freedom

and maximum social equality are ensured by the allocation criterion: ‘to each

according to his needs, from each according to his ability’.
In 1978 Cohen published a book in which he proposed a neo-positivist

interpretation of historical materialism. He maintained that history had been

moved by the human drive to expand productive forces—a drive caused by

the individuals’ natural rationality and desire to improve their conditions of

life. Social production relations, that is, the institutional forms within which

the production process takes place and is organized, can either hinder or

encourage the development of productive forces. However, those that hinder

it will be wiped out by history, whereas those that promote and favour it will
prevail. Accordingly, it can be said that the evolution of social relations is

functional to the development of productive forces in the long run. This

functionalist explanation has given rise to much criticism and fuelled debate

on the role of functionalism in social sciences, enabling analytical Marxists

to clarify their methodological positions.

Elster offered a decisive contribution to the debate by asserting, in an

article written in 1982, that functionalist type ‘explanations’ are largely
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present both in Marx’s method and in that of many Marxists. But the

functionalist ‘explanation’ of a phenomenon is wrong in that it boils down to

explaining the cause by means of its consequences. Many Marxists tend to

make this kind of mistake when making a holistic study of collective beha-

viour, class struggle, class consciousness, etc. According to Elster, to avoid
this error, the study of collective behaviour must be microfounded. Lapsing

into holistic mysticism must be avoided and society must be studied starting

from individual behaviours, assuming that these are determined at least by

potentially rational choices. The methodological individualism proposed by

Elster is not, however, the strong type prevailing in the neo-Walrasian

approach. People take decisions in situations of intense social interaction,

heterogeneity of objectives, widespread externalities, incomplete informa-

tion, and their rationality is also imperfect. Elster suggested that game theory
is an useful analytical instrument in such a philosophical context, particu-

larly in analysing class conflict. This type of analysis is in fact able to account

for both the complex individual interdependencies from which collective

behaviour, group action and class consciousness originate, and the strategic

interactions among different classes that relate to each other in situations of

conflict and co-operation. In 1985 Elster published a book in which he

carefully pondered Marxian thought. Seen in the light of methodological

individualism and the theory of rational choice, many of Marx’s theories, as
was to be expected, failed to pass the test, turning out to be either wrong or

irrelevant. Nevertheless, some of the fundamental aspects of his analysis of

capitalism, namely the theories of alienation, exploitation, class struggle and

ideology, still appear to be valid.

In parallel with Marxological exegesis and debate on the method, Elster

made further studies of the theory of rational choice in some of his works

(1979, 1983), from which an extremely refined and articulated vision of

human reason and its behavioural implications emerges. Rationality is
imperfect because it is constantly exposed to the pressure of changing desires

and strong passions. Individuals are aware of these weaknesses and therefore

often allow themselves to be limited and constrained by social norms. Many

behavioural constraints are imposed and accepted precisely because they

contribute to the ability to made predictions, thus enabling individuals to act

in accordance with an analysis of the consequences of their actions. But

though social agents choose their constraints, they often do so irrationally.

Human reason has serious limits and may produce failures. This is why the
theory of rational choice is inapplicable. Elster showed rare philosophical

virtuosity in using this theory to shed light on its failures.

In another work of 1989, the theory of rational choice was used together

with the theory of social norms to tackle the problem of social cement, that

is, the conditions that make a co-operative social order possible. Elster’s idea

is that some types of co-operation are achieved by collective action aimed at

controlling the free-rider problem; others are achieved through bargaining.
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The two methods are strictly interdependent, so that collective action may

fail if bargaining is interrupted. Social choice, for example, decides which

goods must be publicly provided. Since citizens cannot be made to pay taxes

in proportion to the utility they derive from public goods, it is necessary

to resort to bargaining to establish how to divide up the tax burden. The
point is that if bargaining fails because the tax-payers do not come to an

agreement, then collective action will fail and the public good will not be

produced.

Unlike Elster, who started from the theory of rational choice to demon-

strate its limits and absurdities and used game theory to show up the incon-

gruities of general equilibrium, the invisible hand and Homo oeconomicus,

Roemer unhesitatingly embraced all the neoclassical theories and beliefs.

Influenced by Michio Morishima, the American economist was particularly
fascinated by the finest of neoclassical virtues, the generalizing strength. He

began, in 1977, by generalizing Okishio’s theorem on the falling profit rate,

showing that there is no such tendency, even in the presence of fixed capital.

Then, in 1980, he used a model of general economic equilibrium to refor-

mulate Morishima’s ‘Fundamental Marxian Theorem’ (the profit rate is

positive if and only if wage-workers are exploited) and to show that this does

not apply to convex technology in general.

Lastly, in an ambitious work on mathematical economics in 1982 he
generalized Marx en bloc. He assumed that all agents are rational, in the

prosaic sense that they maximize utility. He then defined five social classes on

the ground of their position in the employment relationship: proletarians

(sellers of labour power); capitalists (purchasers of labour power); self-

employed workers; semi-capitalists (self-employed workers who employ

wage-workers); semi-proletarians (self-employed workers who also work as

wage-workers). By interpreting Marx’s theory of exploitation as based on

an unequal exchange of labour, he redefined surplus labour as the rent
the wage-earners pay to capitalists in order to use their capital. Finally,

he demonstrated the following theorem: capitalists and semi-capitalists are

exploiters; proletarians and semi-proletarians are exploited. After general-

izing the theorem to the case of convex technology, still not satisfied, he

generalized the generalization by extending the analyisis to the case in which

labour values cannot be defined. By adopting the notion of the core of

co-operative games, he showed that there is not only capitalist exploitation,

but also feudal and socialist exploitation. The whole of this tangle of
generalizations has caused much perplexity among Marxists. It has also

given rise to sharp criticism of Roemer’s concepts of exploitation and class,

especially because they are based on ownership relations, distribution of

endowments, agents’ preferences and unequal exchanges, rather than on

relationships between social classes in the production process.

Roemer subsequently turned to theories of justice in the attempt to go

beyond the very concept of exploitation. In point of fact, the Marxian theory
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of exploitation is not a theory of justice: it accounts for exploitation but does

not claim to show that it is unjust. Marx refused to bother with the ethics of

justifying or morally condemning any particular distribution system. For the

same reason, he did not conceive the communist society as a just society.

Instead he saw it as the outcome of a historical process and a political
movement aroused by well-defined and concrete social interests, rather than

the realization of an abstract model of justice. Here Romer finally took his

leave from Marx by elaborating his own model of a just society from an

egalitarian point of view. In Roemer’s good society, an opportunity levelling

mechanism is at work on the basis of which: the advantages deriving from

equal commitments and individual responsibilities are equalized, albeit in

the presence of unequal circumstances and endowment of resources; con-

versely, the disparities deriving from different commitments and individual
responsibilities are maintained.

Lastly, Romer studied the problems of market socialism and public

ownership. Together with J. Silvestre, he made a particularly interesting

contribution in this field, by showing that in a situation of asymmetric

information (in which the public authority does not know the cost function

of a firm operating in a natural monopoly), public regulation of a private

monopoly is not necessarily more efficient than public ownership.

Samuel Bowles and Herbert Gintis have developed an approach which
exhibits some similarities with analytical Marxists, especially in their attitude

of cautious sympathy and critical detachment to Marxism; they too are

stimulated by the myth of microfoundations and the allure of the individual

choice theory; they too tend to start fromWalras rather than Marx. But they

start from Walras in order to break away from him. And they do this by

rejecting the hypothesis that contracts can be exogenously enforced without

costs, an hypothesis that appears particularly impracticable in labour and

capital markets. In reality, the enforcement of contract clauses must at least
be ensured endogenously by the contracting parties, who have to bear the

costs of enforcement. This implies that markets never clear even in the

presence of competition. Post-contractual relations may be systematically

exposed to redistribution conflict, a situation which Bowles and Gintis define

as contested exchange. It may happen that the party on the short side of the

market also acquires special power, called ‘short side power’, which is pre-

cisely what he will use to make the contract endogenously enforced.

In labour markets with systematic unemployment, capitalists obviously
have the upper hand. By brandishing the threat of redundancy, they build up

the necessary power to force workers to observe the contract rules. On the

other hand, in financial markets, risk situations make rationing of demand

inevitable. And this occurs because lenders are unable to assert their rights

over defaulting borrowers without incurring costs. In a capitalist economy,

financial markets and banks evaluate worker-managed firms as extremely

risky, so that these are subject to greater rationing than capitalist firms.
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The theory was used to criticize capitalism and to build an alternative model

of democratic economy. For Bowles and Gintis the alternative to capitalism

is neither socialism nor communism; it is economic democracy, in the sense

of a decision method, applicable to both markets and organizations, which

enables maximum development of human personality and maximum free-
dom of individual action.

12.4.3. Post-Marxism

The Post-Marxists have re-read and developed Marx in the opposite direc-

tion to that pursued by analytical Marxists. They have rejected en bloc the

modernist language and concepts typical of the theory of microfoundations

and rational choice, developing instead ideas and suggestions of the post-

modern koinè. Many dogmatic Marxists were hostile towards post-

modernism. Some even interpreted it as the ideology of late capitalism,

others as the culture of globalized and dematerialized capital. In their

opinion, the recent revolution in transport, communication, and information
technology has led to a worldwide contraction of space-time, dematerial-

ization of production and consumption and a crisis in the Fordist regulation

system. These processes, in turn, have given rise to a weakening and a crisis

in those rationalist certainties on which nineteenth and twentieth-century

ideologies were founded. Post-modern thought is taken to be the result of

this crisis.

Others have observed, however, that such an interpretation is not only

guilty of technological determinism—a serious deficiency in the eyes of
Marxists—but also reveals a simplicistic interpretation of post-modern

thought. This is not a philosophical system, with a well-defined political

stance and clear-cut class position, but a widespread cultural revolution in

which widely differing positions have crossed paths and clashed. Many

Marxists who took part in the post-modern revolution believe that radical

critique played a fundamental role in triggering it. Others emphasize the

post-structuralist and anti-humanist roots of the 1968 movement, which has

been interpreted as the first post-modern cultural revolution—a revolution
that contributed not only to demolishing the metaphysical bases of the

liberalist ideologies of market capitalism but also the Marxist-Leninist

ideologies of State capitalism.

At a deeper-rooted level, it has been observed that post-modern radical

thought consists in overcoming (in the sense of Aufhebung) orthodox

Marxism: by negating its historicist and positivist components while

affirming and bringing to light its materialist and pragmatic premisses. The

Marxian theory of ideology, for example, has evolved in Althusser’s theories
of ‘modes of knowledge production’ and in Foucault’s theories on the use of

science as a means of power. Moreover, the eleventh thesis on Feuerbach—

where Marx claims that philosophers have only interpreted the world in
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different ways, whereas it is really a question of changing it—is the basis for

two extremely important theoretical advancements. On the one hand it

provides the foundation for the conception of critical, scientific and political

thought as a ‘philosophy of praxis’, a concept already elaborated by

Gramsci. On the other, it substantiates the view of those who see Marxism as
a form of hermeneutics of capitalism, a science that aims to interpret reality

from a class point of view, thus preparing its change, rather than reflecting it

as though in a mirror.

In economics, post-modern implications can be traced back to various

currents of radical research. Sraffian Marxists’ criticism of the theory of

labour value, for example, clearly dissociates from a certain mysticism of

value which is still in vogue in some contemporary Marxological circles. The

many recent studies on regulation, institutional change and long waves,
on the other hand, would be unconceivable without an overcoming of the

historicistic metanarratives implicit in the laws of tendential movement.

Even in analytical Marxism it is possible to find traces of post-modernism;

and not only in the sense of a manneristic deference to neoclassical language.

The point is that the appeal of methodological individualism and the theory

of rational choice clashes sharply with the holistic metaphysics of ‘class for

itself ’ and ‘general intellect’.

Perhaps the most interesting contributions, certainly the most cognisant,
to the development of post-modern Marxism, have come from a group of

students who collaborate with the journal Rethinking Marxism. But now,

besides this group, a vast worldwide movement uses the journal as a

prestigious pulpit. Some of the most representative authors who follow a

post-Marxist approach, are: J. L. Amariglio, R. F. Garnett, B. Hindess,

D. F. Ruccio, S. Resnick, and R. D. Wolff.

Post-Marxist thought rejects the idea of a ‘subject of history’. In real

history, decentralized and over-determined individuals operate, that is,
persons who are structurally exposed to the pressures of society. Collective

agents are continually constructed, destroyed and reconstructed in a process

of social interaction that unfolds historically, but whose course remains open

and non teleological. Social relations are formed through institutionalized

behaviour. Individuals have conflicting interests, beliefs, aspirations, and

heterogeneous preferences. Moreover, they are endowed with bounded

rationality and their actions are dominated by habitual behaviour and social

learning processes. Institutions and consolidated routines are, nevertheless,
unable to stabilize society enduringly, since the heterogeneity of individuals

and their different interests are such that social relations are always char-

acterized by an antagonistic component and therefore exposed to continual

change.

Markets are seen as neither essentially anarchical, nor essentially ordered.

‘Essentially’ markets are nothing, since they have no essence. In reality, they

are founded institutionally and their structure and working depend each time

509a post-smithian revolution?



on compromises among the individuals, groups, classes and organizations

taking part in the market process. They may be chaotic and changeable, but

they are not dramatically unstable or inefficient, and therefore, broadly

speaking, they enable individuals to achieve their objectives in a fairly

satisfactory way. On the other hand, centralized planning is not seen as
intrinsically superior to competitive co-ordination. Post-Marxists reject the

idea of a political body endowed with a conscience that is qualitatively dif-

ferent from that of social subjects, just as they reject the idea of a central

authority that is neutral and independent of the social forces that confront

and clash with each other in civil society. Planning is therefore seen as the

result of social struggles and group pressures. This applies to capitalism

as well as socialism. Both systems in fact are considered decentralized and

chaotic, as well as liable to uncertain outcomes. Nor is socialism identified
with centralized planning. Rather, it is interpreted as a system of social

relations in which some forms of over-determination, like capitalist power,

are substituted by others, like bargaining among organized groups.

According to post-Marxists, a better world than capitalism is possible,

although not inevitable: historical processes are open and the advent of

socialism is not written in the laws of movement of the economy.

12.4.4. The feminist challenge

Feminist thought has contributed perhaps more than others to disintegrating

modernist scientific orthodoxies in economics. From the early 1970s, the

feminist movement played an authoritative role in many fields of action and
human knowledge traditionally reserved for men, creating disorder and

disputing commonplaces, truths, principles, and consolidated methods.

Political economy was not exempt from attack and, particularly in the

neoclassical citadel, was forced to suffer its disruptive and deconstructive

onslaught. But Marxist orthodoxy, too, was roused by the incursions

of feminist deconstruction and there is no doubt that this in some way

contributed to the birth of post-modern Marxism.

One of the first debates of feminist economics in the 1970s focused on
the role of housework in capitalist accumulation. The contribution of

J. Gardiner is representative of a widespread position in socialist feminism of

those years. In the Marxist approach, the family is seen as a productive

process that creates labour power using wage goods and housework as

inputs. Women account for almost the totality of this latter input. They

produce use values by transforming consumption goods and looking after

their children and husbands. Nevertheless, they do not produce exchange

values, since their products are not sold on the market. Therefore they do not
directly create value and surplus value (although various students dispute

this). However, they certainly participate in creating overall surplus value.

In fact, their services contribute to raising the productivity of wage workers
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and lowering their wage. In this way, the direct exploitation of workers in the

factory ends up by also being an indirect exploitation of domestic labour.

Women who carry out this kind of work are exploited if the value they

produce, or contribute to producing, is higher than the value of the goods

they consume. In the Marxist approach, the exploitation and oppression of
women are functions of a capitalist production relation, in other words, they

are functional to it. In this perspective, class conflict prevails over gender

conflict, therefore the overcoming of capitalism is seen as a fundamental

condition, though by no means the only one, for women’s liberation.

Not all feminists, however, share this opinion. Many of them developed a

current of thought which is even more radical than the Marxist one. They

have observed that the history of the exploitation and oppression of women

goes further back than capitalism. In this theoretical perspective, the new
conceptual category of ‘patriarchy’ has been forged to denote the political-

cultural system where the conditions for men’s domination of women are

generated. This system regulates not so much the sphere of economic rela-

tions as that of personal and family relations. Thus it happens that ‘personal

is political’, and that revolutionary change must involve everyday experi-

ences, sexual relations, personal power, and all forms of apparently indi-

vidual violence and oppression by which men exercise social control over

women. H. Hartman developed this approach by arguing that analysis and
criticism of patriarchy do not contrast with the Marxist theory of capitalism.

In the capitalist mode of production, patriarchy bends to serve the accu-

mulation of capital so that women turn out to be exploited more than men:

they carry out a greater amount of domestic labour in the home and are

obliged to accept worse paid jobs in capitalist factories. S. Walby further

developed this analysis by introducing a distinction between ‘public patri-

archy’ and ‘private patriarchy’. Men not only exercise individual power over

women, in their role as husbands and fathers, they also exercise collective
power over women in the labour process and in public life, by segregating

them in subordinated positions and in underpaid and unskilled segments of

the labour market.

Feminist thought has not confined itself to criticizing patriarchy and

capitalism. It has also made important contributions to the critique of

modernist economic science. With great clearsightedness, Sandra Harding

has worked on the deconstruction of the positivist epistemology on which

much of economic orthodoxy is founded, showing the influence of the gender
division hidden behind the criteria of objectivity and scientific truth. Not only

the metaphors used by scientists invariably reveal a strong sexist content, but

the distinction between positive and normative economics is in itself sexist,

in the same way as is that between rational explanation and intuitive com-

prehension. Science, moreover, is not ‘value-free’ as realist epistemologies

claim. All theories are impregnated with values and the very aspiration to

rational and universalizing thought, combined with rejection of emotions
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and subjective influences in scientific research, expresses a strongly sexual

conceptual dualism. Reason and universality are in fact associated with men,

whereas women are typically attributed the limits of intuitive, emotional, and

particularistic thought. Rationally and universally developed theories are

then assumed as true and value-free, while methods of thought attributed to
women are considered non-scientific.

In a decidedly post-modern approach, some feminist thought has criti-

cized much more than just the positivist methodology of orthodox science

and the idea that an objective truth exists. The conviction that social reality

exists independently of the subjects that study and operate it has also been

debated. Reality is socially constructed and science has contributed to this

construction. Methodological-type conceptual dualisms, as for example,

rational/intuitive, universal/particular, objective/subjective, facts/values, are
conceived as isomorphic to dualistic ontological schemes: public/private,

mind/body, reason/emotion and, last but not least, man/woman. This is

how sexist thought, i.e. a science steeped with male values, contributes to

constructing a reality based on gender discrimination. Ann J. Jennings went

further by following a radical institutionalist approach. Her analysis and

critique centred on Veblen’s ‘pecuniary culture’ rather than Marxian ‘cap-

italism’. In pecuniary culture a double dualism operates: public/private and

economy/family. The process of industrialization has encouraged and has
been encouraged by the establishment of competitive market rules, which

have allowed economic relations to take priority over social relations, private

interests over public policies. This has given rise to a concept of the social

good, intended as economic welfare, which universalizes the male values of

power and competition and depreciates the female values of solidarity and

equality. Thus the circle closes in: women’s confinement to the private

sphere and to subordinated roles is the result of an interpretation of the

world in which the female side of conceptual dualisms is systematically
discredited; this interpretation, in turn, which is presented as the result of a

universal and value-free science, is in fact the product of power exercised by

men in society.

12.5. Beyond Homo oeconomicus

Despite differences in theoretical approaches, one thing in particular unites
most contemporary economists: the renewed interest in the problem of

anthropological premisses in economic discourse. The lesson we derive from

modernist orthodoxy is the expression of a rather limited conception of

human nature, a sort of utilitarian reductionism that tends to see man as

an egoistical atom endowed with Olympian rationality (albeit only

instrumental), exogenous preferences, complete information etc. And the

related conception of what should be considered a human good is no less
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limited: none other than economic welfare. From this emerges the unac-

ceptable incapacity to admit that an individual may have a multitude of

impulses and sentiments that cannot be reduced to calculating self-interest.

Contemporary economic theory tries to overcome neoclassical main-

stream precisely in defining the discipline’s ontological assumptions.
Nowadays there is a tendency to admit that individuals may be endowed

with bounded rationality, endogenous preferences, incomplete information,

multiple selves and heterogeneous motivations. And precisely because of

this, it is acknowledged that there is no sense in reducing economics to a

pseudo-psychology of optimizing behaviours. Since man is a finite and

limited being, his conduct is impossible to understand if abstracted from

the institutions, cultures, values, ethical norms and, ultimately, the social

relations that go into his make up.
This awakening of scientific courage originates from a dual set of factors.

On the one hand, it appears that anthropological reductionism is largely

responsible for economics being unable to grasp the enormous problems

afflicting our society: the increase in economic and social inequalities,

environmental decay, the tendency for democracy to hollow out, the spread

of oppression in politics, the increase in social marginalization, lost sense of

interpersonal relations, mass unemployment, exploitation, and alienation.

On the other hand, we are realizing that that same reductionism is a great
impediment to the acceptance of new ideas in the discipline. A growing

number of contemporary economists recognizes the need to overcome the

cowardly protectionism through which the academy endeavours to defend

itself from criticism deriving from the facts as well as from the innovations

that originate from other social sciences.

The current trend is comparable to intellectual migration. And as with

most migrations, this too appears to be moved by push and pull forces: by

dissatisfaction with the existing scientific system and by the hope that
opening up to a wider philosophical horizon will fortify research. Needless to

say, any attempt to exceed the limits of mainstream reductionism will be

successful only if it is not restricted to correcting one aporia or another:

it must show that it is able to come to grips with reality.

But there is more to it than this. Traditional economic theory tends to

ignore anything that is not objectively observable in human conduct—

emotions, beliefs, values, symbolic representations, which are all thought to

be of little significance in understanding economic actions. Only the results
of actions are believed to be of interest to economic science. This philo-

sophical position is often justified by the view that the economic agent reigns

sovereign in a market economy and is therefore free to express any type of

preference of which the economist may be unaware. Therefore, once the

simplest hypothesis has been formulated, namely, that an individual tends

to maximize his objective function, there is no need to worry about the

motivations or the dispositions underlying his choices.
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From this derives an unjustified minimalist justification of consequen-

tialism as an ethical-political doctrine. Unjustified because Occam’s razor,

while being a valid heuristic instrument, cannot be used to build the foun-

dations of ethics and politics. In point of fact, this justification makes an

attempt surreptitiously to push a strong and far from obvious philosophical
position. Dominant economic theory is, in fact, based on an anthropological

construct that does not pertain to a practical dimension—to the ‘second

philosophy’, as Aristotle described it—but rather to an ontological

dimension—that is to the ‘first philosophy’. It is a construction that refers to

a precise vision of the world, to axiological individualism. This is the true

philosophical basis on which the Homo oeconomicus artifice rests.

But now the emperor has no clothes. No longer does anyone believe that

the choice of individualism is dictated by considerations of empirical
significance or analytical convenience or that it is only methodological

individualism. We have finally come to understand that the posit of

individualism is, after all, an ontological assertion and, as such, must be

justified on philosophical grounds. But on this ground it has never been

validly justified by modernist economic orthodoxy.

Lastly, the anthropological reductionism of mainstream theory is viewed

with suspicion by an increasing number of economists, not least because it

carries with it a certain amount of responsibility for political and economic
choices which are more or less implicitly justified by it. And it is now evident

that precisely political and economic choices, and not ‘nature’, nor least

of all, ‘human nature’, are responsible for many of the evils of the contem-

porary world.

Scientific research entails responsibilities and risks which, particularly

in the case of social sciences, come under ethics and politics. Nowadays,

nobody believes that ‘analysis’ can be separated from ‘visions’. We know

that economic theories are not neutral instruments of pure knowledge. They
are not neutral, since fact judgements cannot be separated from value jud-

gements, but always express particular points of view which conceal (often

quite ably) particular interests. They are not of pure knowledge because ideas

change people’s minds and, consequently, the world. Theories on man’s

behaviour contribute to his construction.

This is why we are pleased to see Babel developments in contemporary

economic science. We do not know where this scientific revolution will

lead us. But we do know what we are leaving behind. And we believe that
overcoming Homo oeconomicus reductionism is a necessary step in anti-

cipation of the reconstruction of an economic science of which we must not

be ashamed. In the words of the sage:

A man who is a mathematician and no more than a mathematician [ . . . ] harms

no-one. An economist who is no more than an economist is a danger for his fellow

men. Economics is not a thing on its own; it is the study of an aspect of the life of man

in society [ . . . ] The economist of tomorrow (and sometimes of today) will certainly be
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aware of what to ground his economic advice on; but if [ . . . ] his economic knowledge

is detached from any background of social philosophy, he runs a real risk of

becoming a cheat, capable of implementing enterprising stratagems to find his way

out of difficulties, but incapable of staying in contact with those fundamental virtues

on which a sound society is founded. Modern economic science is subject to a real risk

of Machiavellianism: the treatment of social problems as mere technical issues and

not as an aspect of the general quest for the Good Life. (Hicks, 1941, pp. 6–7).
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socialistes (Paris, 1987); M. De Vroey, ‘A Regulation Approach Interpretation of

Contemporary Crisis’, Capital and Class (1984); M. Di Matteo, R. M., Goodwin and

A. Vercelli (eds.), Technological and Social Factors in Long Term Fluctuations (Berlin,

1989); M. Ferber and J. Nelson (eds.), Beyond Economic Man: Feminist Theory and

Economics (Chicago, 1993); W. S. Milberg and B. A., Pietrykowski, ‘Objectivism,

Relativism and the Importance of Rhetoric for Marxist Economics’, Review of

Radical Political Economics (1994); J. O’Connor, Individualismo e crisi dell’-

accumulazione (Rome, 1984); A. Reati, Taux de profit et accumulation du capital

dans l’onde longue de l’après-guerre (Brussels, 1990); R. M. Williams, ‘Race, Decon-

struction and the Emergent Agenda of Feminist Economic Theory’, in M. A. Ferber

and J. A. Nelson (eds.), Beyond Economic Man (Chicago, 1993).

521a post-smithian revolution?


	Page vierge



